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SUMMARY

It is well known that the displacement-based fully compatible finite element method (FEM) provides a lower bound in energy norm for the exact solution to elasticity problems. It is, however, much more difficult to bound the solution from above for general problems in elasticity, and it has been a dream of many decades to find a systematical way to obtain such an upper bound. This paper presents a very important and unique property of the linearly conforming point interpolation method (LC-PIM): it provides a general means to obtain an upper bound solution in energy norm for elasticity problems. This paper conducts first a thorough theoretical study on the LC-PIM: we derive its weak form based on variational principles, study a number of properties of the LC-PIM, and prove that LC-PIM is variationally consistent and that it produces upper bound solutions. We then demonstrate these properties through intensive numerical studies with many examples of 1D, 2D, and 3D problems. Using the LC-PIM together with the FEM, we now have a systematical way to numerically obtain both upper and lower bounds of the exact solution to elasticity problems, as shown in these example problems. Copyright © 2007 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Mesh-free methods have been developed and achieved remarkable progress in recent years. Typical methods include the smooth particle hydrodynamic method \cite{1,2}, the diffuse element...
method [3], the element-free Galerkin method [4], the reproducing kernel particle methods [5], the meshless local Petrov–Galerkin method [6], the point interpolation method (PIM) [7, 8], etc. A very detailed introduction on many types of mesh-free methods for different problems can be found in books by Liu [9] and Liu and Gu [10]. These methods have been shown to be effective for different classes of problems, have provided us many numerical techniques, and have extended our minds in the quest for more effective and robust computational methods.

The linearly conforming point interpolation method (LC-PIM) was evolved from the mesh-free PIM, which was originally formulated based on the Galerkin weak form with shape functions constructed using point interpolation procedure and a small set of nodes located in a local support domain. Two types of basis functions have been used in the PIM, i.e. polynomial basis functions [7] and radial basis functions (RBFs) [8, 11]. The unique feature of PIM is that the shape functions possess Delta function property, which allows straightforward imposition of point essential boundary conditions. Using the nodal integration scheme proposed by Chen et al. [12], Liu et al. have developed the linearly conforming radial point interpolation method (LC-RPIM) [13] and the LC-PIM [14, 15]. Both the LC-RPIM and the LC-PIM can guarantee linear exactness and monotonic convergence of the numerical solutions. Compared with the linear finite element method (FEM), the LC-PIM can obtain better accuracy and achieve higher convergence rate, especially for stress calculation [14].

The FEM has been used most widely for engineering problems [16, 17]. It is well known that the displacement-based fully compatible FEM provides a lower bound in energy norm for the exact solution to elasticity problems. It is, however, much more difficult to bound the solution from above for these problems, and it has been a dream of many decades to find a systematical way to obtain an upper bound of the exact solution. This paper presents a very important property of the LC-PIM: it provides an upper bound solution in energy norm for elasticity problems with homogeneous essential boundary conditions. We first derive the weak form for the LC-PIM based on the generalized two-field variational principle. We then prove that the LC-PIM is variationally consistent, and it possesses a number of properties including the important upper bound property. Finally, we demonstrate these properties through a number of numerical examples of one-dimensional (1D), 2D, and 3D problems. Using the LC-PIM together with the FEM, we now have a systematical way to numerically obtain both upper and lower bounds of the exact solution to elasticity problems, as shown in these wide ranges of example problems.

The formulation in this paper will largely be for 2D problems for the convenience of the presentation and without loss of generality. The extension of these formulae to 3D problems and reduction of those to 1D are straightforward and have already been implemented in our LC-PIM codes to analyze 1D, 2D, and 3D example problems that will be presented in this paper.

2. BASIC EQUATION FOR LINEARLY ELASTICITY PROBLEMS

Consider a 2D static elasticity problem governed by the equilibrium equation in the domain $\Omega$ bounded by $\Gamma\ (\Gamma = \Gamma_u + \Gamma_f; \Gamma_u \cap \Gamma_f = 0)$ as

$$L_1^T \sigma + b = 0 \quad \text{in} \ \Omega$$  

(1)
where $L_d$ is a matrix of differential operator defined as

$$
L_d = \begin{bmatrix}
\frac{\partial}{\partial x} & 0 \\
0 & \frac{\partial}{\partial y} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x}
\end{bmatrix}
$$

(2)

$\sigma^T = \{\sigma_{xx}, \sigma_{yy}, \tau_{xy}\}$ is the vector of stresses, and $b^T = \{b_x, b_y\}$ is the vector of body force applied in the problem domain. The stresses relate the strains via the generalized Hook’s law:

$$
\sigma = D\varepsilon
$$

(3)

where $D$ is the matrix of material constants, and $\varepsilon^T = \{\varepsilon_{xx}, \varepsilon_{yy}, \gamma_{xy}\}$ is the vector of strains given by

$$
\varepsilon = L_d u
$$

(4)

where $u$ is the displacement field. Boundary conditions are given as follows.

*Essential (or displacement) boundary conditions*:

$$
u = \hat{u} \text{ on } \Gamma_u
$$

(5)

where $u = \{u_x, u_y\}^T$ is the vector of the displacement and $\hat{u}$ is the vector of the prescribed displacements on the essential boundary $\Gamma_u$.

*Natural (stress) boundary conditions*:

$$
L_n^T\sigma = \hat{t} \text{ on } \Gamma_t
$$

(6)

where $\hat{t}$ is the vector of the prescribed traction on the natural boundary $\Gamma_t$, and $L_n^T$ is the matrix of unit outward normal which can be expressed as

$$
L_n = \begin{bmatrix}
n_x & 0 \\
0 & n_y \\
n_y & n_x
\end{bmatrix}
$$

(7)

3. BRIEFING ON THE FEM

3.1. Basic formulation

For more effective discussion, we first brief on the standard formulation of FEM [16, 17], as some of these formulae will be used repetitively in later sections. In the FEM, compatible displacement fields are assumed, and a discrete set of algebraic equations of FEM are generated using the following energy functional:

$$
J(u) = \int_\Omega \varepsilon^T D\varepsilon \, d\Omega - \int_\Omega u^T b \, d\Omega - \int_{\Gamma_t} u^T \hat{t} \, d\Gamma
$$

(8)
where $e$ is the stain obtained using Equation (4), and $u \in H^1(\Omega)$ are trial functions with corresponding test function of $\delta u \in H^1_0(\Omega)$. Here, $H^1(\Omega)$ denotes the Sobolev space of functions with square integrable derivatives in $\Omega$, and $H^1_0(\Omega)$ is the sub-set of $H^1(\Omega)$ that satisfies Equation (5). In the numerical implementations, the FEM divides the domain $\Omega$ into a number of elements, and the following trial functions are used:

$$\tilde{u}(x, d) = \sum_{i \in n_e} \Phi_i(x) d_i$$  \hspace{1cm} (9)

where $n_e$ is the set of nodes of the element containing $x$, $d_i = [u_{xi} u_{yi}]^T$ is the vector of nodal displacements, and $\Phi$ is a matrix of shape functions:

$$\Phi_i(x) = \begin{bmatrix} \varphi_i(x) & 0 \\ 0 & \varphi_i(x) \end{bmatrix}$$ \hspace{1cm} (10)

in which $\varphi_i(x)$ is the shape function for node $i$. Using Equations (4) and (9), the strain of FEM approximation is given by

$$\tilde{e}(x, d) = L_d \tilde{u}(x, d) = \sum_{i \in n_e} L_d \Phi_i(x) d_i = \sum_{i \in n_e} \tilde{B}_i d_i$$ \hspace{1cm} (11)

with the strain matrix of FEM defined as

$$\tilde{B}_i(x) = L_d \Phi_i(x) = \begin{bmatrix} \frac{\partial \varphi_i(x)}{\partial x} & 0 \\ 0 & \frac{\partial \varphi_i(x)}{\partial y} \\ \frac{\partial \varphi_i(x)}{\partial y} & \frac{\partial \varphi_i(x)}{\partial x} \end{bmatrix}$$ \hspace{1cm} (12)

The stationary conditions of functional $J$ defined by Equation (8) give the following standard Galerkin weak form:

$$\delta J(u) = \int_{\Omega} (\delta e)^T D e d\Omega - \int_{\Omega} (\delta u)^T b d\Omega - \int_{\Gamma_r} (\delta u)^T \hat{t} d\Gamma = 0$$ \hspace{1cm} (13)

By substituting the approximations $\tilde{u}$ into Equation (13) and invoking the arbitrariness of virtual nodal displacements, we have the standard discretized algebraic system equation:

$$\tilde{K} \tilde{d} = \tilde{f}$$ \hspace{1cm} (14)

where $\tilde{d}$ is the vector of nodal displacement of FEM at all the unconstrained nodes, $\tilde{K}$ is the (global) stiffness matrix of FEM that is assembled using

$$\tilde{K}_{ij} = \int_{\Omega} \tilde{B}_i^T D \tilde{B}_j d\Omega$$ \hspace{1cm} (15)

and $\tilde{f}$ is the vector of nodal forces at the unconstrained nodes that is assembled using

$$\tilde{f}_i = \int_{\Omega} \Phi_i^T(x) b d\Omega + \int_{\Gamma_r} \Phi_i^T(x) \hat{t} d\Gamma$$ \hspace{1cm} (16)
3.2. Some properties of FEM

Now we state the following important properties of compatible FEM models, as these properties will be used in this work.

**Remark 1 (Lower bound property)**

The strain energy obtained from the FEM solution based on assumed displacements that are fully compatible is a lower bound of the exact strain energy. This property can be shown as follows:

The strain energy obtained from the FEM solution can be expressed as

\[
\tilde{U}(\tilde{\mathbf{d}}) = \frac{1}{2} \tilde{\mathbf{e}}^T \mathbf{D} \tilde{\mathbf{e}} \, d\Omega = \frac{1}{2} \tilde{\mathbf{d}}^T \tilde{\mathbf{K}} \tilde{\mathbf{d}}
\]  

(17)

Let the exact strain energy be defined as

\[
U_0 = \frac{1}{2} \mathbf{e}_0^T \mathbf{D} \mathbf{e}_0 \, d\Omega
\]  

(18)

where \(\mathbf{e}_0\) is the exact solution of strains of the problem, which relates to the exact solution of displacement \(\mathbf{u}_0\) in the form of \(\mathbf{e}_0 = \mathbf{L}_d \mathbf{u}_0\). The exact solution satisfies all the equations given in Section 2: Equations (1)–(7).

For an FEM solution from solving Equation (14) based on assumed displacement that is fully compatible, the total potential energy at the stationary point can be expressed as

\[
\tilde{J}(\tilde{\mathbf{d}}) = \frac{1}{2} \tilde{\mathbf{d}}^T \tilde{\mathbf{K}} \tilde{\mathbf{d}} - \tilde{\mathbf{d}}^T \tilde{\mathbf{f}} = -\frac{1}{2} \tilde{\mathbf{d}}^T \tilde{\mathbf{K}} \tilde{\mathbf{d}} = -\tilde{U}(\tilde{\mathbf{d}})
\]  

(19)

As the FEM solution of a compatible model is based on the minimum total potential energy principle, we have

\[
\tilde{J} = -\tilde{U} \geq J_0 = -U_0
\]  

(20)

or

\[
\tilde{U}(\tilde{\mathbf{e}}) \leq U_0(\mathbf{e}_0)
\]  

(21)

which means that the strain energy obtained from an FEM solution is a lower bound of the exact solution of strain energy.

Remark 1 implies that the strain energy obtained from the displacement-based fully compatible FEM solution is always an underestimate of the exact strain energy, and the displacement is always a lower bound of the exact solution in the ‘\(K\) norm’ (or strain energy). Similar discussions on the lower bound property of FEM can be found in [16].

The above-mentioned lower bound property of FEM is valid for all types of elements as long as the displacement field is compatible. In this work, however, we use only linear triangular elements (that is compatible) when FEM is used.

**Remark 2 (Monotonic property)**

For given a sequence of \(n_m\) meshes \(M_1, M_2, \ldots, M_{n_m}\), in which the nodes in \(M_i\) contain that in \(M_{i-1}\) \((i = 2, 3, \ldots, n_m)\), the following inequalities then stand:

\[
\tilde{U}(\tilde{\mathbf{e}}_{M_1}) \leq \tilde{U}(\tilde{\mathbf{e}}_{M_2}) \leq \cdots \leq \tilde{U}(\tilde{\mathbf{e}}_{M_{n_m}}) \leq U_0(\mathbf{e}_0)
\]  

(22)
where $\bar{\varepsilon}_{M_i}$ is the FEM compatible solution of strains obtained using mesh $M_i$. This property can be shown easily using the arguments given by Oliveira [18].

**Remark 3 (Reproducibility property)**

If the exact solution lives in the space of the shape functions used in Equation (9), the FEM solution of compatible model will be exact.

This property of FEM can be shown easily using the arguments given in Oliveira [18] and Liu and Quek [17].

## 4. BRIEFING ON THE LINEARLY CONFORMING POINT INTERPOLATION METHOD (LC-PIM)

Detailed formulations of the LC-PIM have been proposed in the previous work [14]. Here, we briefly introduce the basic procedures and expressions in the following section.

### 4.1. Construction of PIM shape functions

In the LC-PIM, the displacements are assumed using Equation (9) and shape functions that are generally constructed using the PIM with a small group of nodes in the local support domain of a point of interest. The general procedure of constructing shape functions using both polynomial functions and RBFs can be found in the mesh-free method book by Liu [9]. In the simplest setting of the LC-PIM, background cells of 3-node triangles are employed for the construction of shape functions. Both linear and quadratic interpolation procedures are implemented in the LC-PIM in our previous works [14]. When linear interpolation is used, the procedure is basically the same as that in the conventional FEM using linear triangular elements. In quadratic interpolations, background cells have been classified into two groups: interior and edge cells. An interior cell is a cell that has no edge on the boundary of the problem domain and an edge cell is a cell that has at least one edge on the boundary of the problem domain. Then the point of interest located in an edge cell will be approximated linearly using the three vertexes of the cell and a point located in an interior cell will be approximated using six nodes including the vertexes of this cell and other three vertexes of the neighboring cells [14]. The LC-PIM using linear shape function for interpolation is very efficient and even more efficient compared with the conventional FEM using linear triangular elements [14]. The formulation is also very easy to follow. In the present work, therefore, we focus on the use of the simplest linear interpolation, which means we use exactly these same interpolations as in the FEM using linear triangular elements. After the theorems are proven and well understood, we will then extend them to general cases.

### 4.2. Discretized system equations

In the LC-PIM, any assumed displacement $u$ and the corresponding assumed strains $\bar{\varepsilon}(u)$ satisfy the generalized Galerkin weak form that can be expressed as

$$
\int_{\Omega} \delta(\bar{\varepsilon}(u))^T D(\bar{\varepsilon}(u)) d\Omega - \int_{\Gamma_f} \delta u^T \hat{t} d\Gamma = 0 \tag{23}
$$

The overall procedure of the LC-PIM is as follows. We first assume that the displacement is approximated using Equation (9), which implies that the displacement at any point in the problem...
domain is interpolated using the PIM shape functions created using the nodes in the support domain of the point. We then assume the strain field using the assumed displacement field for each of the node; hence the strain is not independent of the displacement. The strain energy (corresponding to the first term in Equation (23)) in the problem domain is then calculated using the assumed strain, which is constant in a smoothing domain. A set of discretized algebraic system equation can be obtained in the following matrix form:

\[ \mathbf{\tilde{K}} \mathbf{\tilde{d}} = \mathbf{\tilde{f}} \]  

(24)

In obtaining Equation (24), integrations over the problem domain \( \Omega \) need to be performed based on nodes. The detailed procedure leading to Equation (24) is given in the following sub-section.

For the convenience in our derivation, we first use the same set of shape functions for both FEM and LC-PIM; therefore, the assumed displacement in LC-PIM is also \( \mathbf{\tilde{u}} \) defined in Equation (9), and \( \mathbf{\tilde{f}} \) and \( \mathbf{\tilde{f}} \) are also the same. In the following we will thus make no difference between \( \mathbf{\tilde{f}} \) and \( \mathbf{\tilde{f}} \). Note that the resultant strains \( \mathbf{\tilde{e}} \) in FEM and the assumed strains \( \mathbf{\tilde{e}} \) in LC-PIM are different, and so are the solutions of the nodal displacements for FEM \( \mathbf{\tilde{d}} \) and that of LC-PIM \( \mathbf{\tilde{d}} \).

4.3. Nodal integration scheme with strain smoothing operation

In the LC-PIM, the integration required in the weak form Equation (23) is performed based on the nodes in the problem domain, and a stabilized nodal integration scheme [12] is used in the LC-PIM. In such a nodal integration process, the problem domain \( \Omega \) is divided into smoothing domains \( \Omega = \Omega_1 \cup \Omega_2 \cup \cdots \cup \Omega_N \) and \( \Omega_i \cap \Omega_j = \emptyset, i \neq j \), where \( N \) is the number of total field nodes located in the entire problem domain. The smoothing domain \( \Omega_k \) for node \( k \) is created by connecting sequentially the mid-edge point to the centroids of the surrounding triangles of the node as shown in Figure 1.

Using the nodal-based smoothing operation, the strains to be used in Equation (23) is assumed to be the smoothed strain for node \( k \) defined by

\[ \mathbf{\tilde{e}}_k = \mathbf{\tilde{e}}(\mathbf{x}_k) = \int_{\Omega_k} \mathbf{e}(\mathbf{x}) \tilde{W}(\mathbf{x} - \mathbf{x}_k) d\Omega \]  

(25)
where $\bar{W} = \bar{W} \bar{W} \bar{W}$ is a diagonal matrix of smoothing function $\bar{W}$. For simplicity, the smoothing function is taken as

$$\bar{W}(x - x_k) = \begin{cases} 1/A_k, & x \in \Omega_k \\ 0, & x \notin \Omega_k \end{cases}$$

(26)

where $A_k = \int_{\Omega_k} d\Omega$ is the area of smoothing domain for node $k$.

Substituting Equation (26) into Equation (25) and integrating by parts, the smoothed strain can be calculated using

$$\tilde{\varepsilon}_k = \frac{1}{A_k} \int_{\Omega_k} \varepsilon(x) d\Omega = \frac{1}{A_k} \int_{\Gamma_k} L_n u(x) d\Gamma = \tilde{\varepsilon}_k(u)$$

(27)

where $\Gamma_k$ is the boundary of the smoothing domain for node $k$, and $L_n$ is the matrix of the outward normal vector on $\Gamma_k$. Equation (27) states the fact that the assumed strain $\tilde{\varepsilon}_k$ is a function of the assumed displacement $u$.

Substituting Equation (9) into Equation (27), the smoothed strain can be expressed in the following matrix form of nodal displacements:

$$\tilde{\varepsilon}_k = \sum_{i \in N_{\text{infl}}} \bar{B}_i(x_k) d_i$$

(28)

where $N_{\text{infl}}$ is the number of nodes in the influence domain of node $k$ (including node $k$). When linear shape functions are used, it is the number of nodes that is directly connected to node $k$ in the triangular mesh (see Figure 1). In Equation (28), the $\bar{B}_i(x_k)$ is termed as the smoothed strain matrix that is calculated using

$$\bar{B}_i(x_k) = \begin{bmatrix} \bar{b}_{ix}(x_k) & 0 \\ 0 & \bar{b}_{iy}(x_k) \\ \bar{b}_{iy}(x_k) & \bar{b}_{ix}(x_k) \end{bmatrix}$$

(29)

Using the Gauss integration along each segment of boundary $\Gamma_k$, we have

$$\bar{b}_{il} = \frac{1}{A_k} \sum_{m=1}^{N_s} w_n \varphi_i(x_m) n_l(x_m)$$

(30)

where $N_s$ is the number of segments of the boundary $\Gamma_k$, $N_g$ is the number of Gauss points used in each segment, $w_n$ is the corresponding weight number of Gauss integration scheme, and $n_l$ is the unit outward normal corresponding to each segment on the smoothing domain boundary. In the LC-PIM using linear shape functions, $n_g = 1$ is used. The entries in sub-matrices of the stiffness matrix $\bar{K}$ in Equation (24) are then expressed as

$$\bar{K}_{ij} = \sum_{k=1}^{N} \bar{K}_{ij(k)}$$

(31)
where the summation means an assembly process as we practice in the FEM, and $\widehat{K}_{ij(k)}$ is the stiffness matrix associated with node $k$ that is computed using

$$
\widehat{K}_{ij(k)} = \int_{\Omega_k} \overline{B}_i^T \overline{D} \overline{B}_j \, d\Omega = \overline{B}_i^T \overline{D} \overline{B}_j \, A_k
$$

(32)

The entries (in sub-vectors of nodal forces) of the force vector $\widehat{f}$ in Equation (24) can be simply expressed as

$$
\widehat{f}_i = \sum_{k \in N_{\text{null}}} \widehat{f}_{i(k)}
$$

(33)

The above integration is also performed by a summation of integrals over smoothing domains; hence, $\widehat{f}_i$ is an assembly of nodal force vectors at the surrounding nodes of node $k$:

$$
\widehat{f}_{i(k)} = \int_{\Gamma_{i(k)}} \Phi_i \hat{t} \, d\Gamma + \int_{\Omega_{i(k)}} \Phi_i \hat{b} \, d\Omega
$$

(34)

Note again that the force vector obtained in LC-PIM is the same as that in the FEM, if the same order of shape functions is used. Therefore, it is shown again that there is no difference between $\widehat{f}$ and $\widehat{f}$.

### 4.4. Comparison between FEM and LC-PIM

We now compare the FEM with the LC-PIM.

**Remark 4**

When FEM and LC-PIM use the same triangular mesh, we have the same set of nodes for nodal displacements and the same size in the discrete system equations and the number of unknowns. The interpolation of displacements in both FEM and LC-PIM is essentially the same. The stiffness matrices have the same sparsity and bandwidth, if the same numbering system for the nodes is used. The stiffness matrices obtained using both FEM and LC-PIM are symmetric-positive definite (SPD), if sufficient constraints are applied to eliminate the rigid body movement. The displacement field in both FEM and LC-PIM is compatible in the global problem domain. Note that when higher-order interpolation schemes are used, FEM and LC-PIM will depart: FEM uses element-based interpolation, but LC-PIM has overlapping in the use of nodes for interpolation.

**Remark 5**

All the shape functions used in FEM and LC-PIM have the property of the Delta function, which allows straightforward imposition of essential boundary conditions.

**Remark 6**

The integration in FEM is element based, but the integration in LC-PIM is nodal smoothing domain based.

**Remark 7**

Both FEM and LC-PIM can reproduce linear displacement field exactly and hence pass the standard patch test (to machine accuracy), if shape functions of at least first order are used. This allows both FEM and LC-PIM converge to the exact solution of any higher-order field.
Remark 8
The FEM is capable of reproducing any higher-order field, as long as the field lives in the space of the FEM shape functions; LC-PIM can approximate only the high-order field (when Equation (27) is used), even if high-order shape functions are used. In FEM the strains in the element are obtained using Equations (4) and (9); hence, it is a fully compatible mode. In the LC-PIM, however, the strains in the smoothing cells are obtained using Equation (28), and hence will not be compatible within the smoothing cells, in terms of satisfying the displacement–strain relationships.

Remark 9
The FEM solution does not in general satisfy the equilibrium conditions locally (either at any point in the elements or element-wise). The LC-PIM solution, on the other hand, satisfies the equilibrium equations (free of body force) at any point within the smoothing domain, for each of the smoothing domains, and hence at any point in the entire problem domain. However, on the interfaces of the smoothing domains, only the displacement compatibility is ensured. Therefore, the LC-PIM behaves very much like an equilibrium model, but not exactly like an equilibrium model. It is a quasi-equilibrium model that combines equilibrium model and compatible model.

Remark 10
FEM model using triangular elements behaves very ‘stiff’, and the stress result is in general not very accurate. The LC-PIM model using exactly the same triangular mesh behaves much softer, and the stress result is in general more accurate.

Remark 11
In terms of convergence rate, for the same problem with the same mesh, the LC-PIM obtains similar values of convergence rate in displacement norm. The convergence rate in energy norm of the LC-PIM with linear elements is, theoretically, between 1.0 and 2.0, which is higher than that of the FEM model with compatible linear elements.

Remark 12
In terms of computational efficiency, for the same problem of the same mesh, the CPU time required by FEM and LC-PIM is in the same level. For a solution of same accuracy in stress, the LC-PIM is more efficient.

Remark 13
For the elasticity problems with homogeneous essential boundary conditions, the displacement-based fully compatible FEM model provides the lower bound for the solution (in energy norm), and the LC-PIM provides the upper bound of the solution, which will be discussed intensively in the following sections.

5. VARIATIONAL PRINCIPLE FOR LC-PIM

5.1. Weak form for LC-PIM

In this section, we discuss in detail about the weak form for the LC-PIM. We first allow two independent field variables: strain field and the displacement field. In this case, we shall have the
Hellinger–Reissner’s two-field variational principle (see, e.g. [19]):

\[ J(u, \varepsilon) = -\int_{\Omega} \frac{1}{2} \varepsilon^T D \varepsilon \, d\Omega - \int_{\Omega} (L_d^T \sigma + b)^T u \, d\Omega \]

\[ + \int_{\Gamma_u} t^T \hat{u} \, d\Gamma - \int_{\Gamma_t} (\hat{t} - t)^T u \, d\Gamma \]  \hspace{1cm} (35)

where \( \varepsilon \) is the assumed strain vector that is independent of \( u \), the stresses \( \sigma \) are dependent on the strains \( \varepsilon \) through the stress–strain relationship \( \sigma = D \varepsilon \), and \( t \) is the traction on the boundary that is dependent on the stress \( \sigma \) in the form of

\[ L_n^T \sigma = t \]  \hspace{1cm} (36)

Using Green’s divergence theorem, the second term in the right-hand side of Equation (35) can be further expressed as

\[ \int_{\Omega} (L_d^T \sigma + b)^T u \, d\Omega = \int_{\Gamma} L_n^T \sigma u \, d\Gamma - \int_{\Omega} \sigma^T (L_d u) \, d\Omega + \int \Omega b^T u \, d\Omega \]  \hspace{1cm} (37)

Substituting Equation (37) into Equation (35) gives

\[ J(u, \varepsilon) = -\int_{\Omega} \frac{1}{2} \varepsilon^T D \varepsilon \, d\Omega - \int_{\Gamma} L_n^T \sigma u \, d\Gamma - \int_{\Omega} \sigma^T (L_d u) \, d\Omega + \int \Omega b^T u \, d\Omega \]

\[ - \int_{\Omega} b^T u \, d\Omega + \int_{\Gamma_u} t^T \hat{u} \, d\Gamma - \int_{\Gamma_t} (\hat{t} - t)^T u \, d\Gamma \]  \hspace{1cm} (38)

We now split the second term of the integration over the entire boundary to two integrations over the displacement boundary \( \Gamma_u \) and over the stress boundary \( \Gamma_t \), and then rearranging these terms in Equation (38) gives

\[ J(u, \varepsilon) = -\int_{\Omega} \frac{1}{2} \varepsilon^T D \varepsilon \, d\Omega + \int_{\Gamma} \sigma^T (L_d u) \, d\Omega - \int_{\Omega} b^T u \, d\Omega - \int_{\Gamma} t^T u \, d\Gamma \]

\[ - \int_{\Gamma_u} (L_n^T \sigma - t^T) \hat{u} \, d\Gamma - \int_{\Gamma_t} (L_n^T \sigma - t^T) u \, d\Gamma \]  \hspace{1cm} (39)

Using now Equation (36) and substituting \( \sigma = D \varepsilon \), we arrived at

\[ J(u, \varepsilon) = -\int_{\Omega} \frac{1}{2} \varepsilon^T D \varepsilon \, d\Omega + \left( - \int_{\Gamma} b^T u \, d\Gamma - \int_{\Gamma} t^T u \, d\Gamma \right) + \int_{\Omega} (\varepsilon^T D) (L_d u) \, d\Omega \]  \hspace{1cm} (40)
Using Equation (27) for any assumed displacement field $u$, we have the functional of single displacement variable in the form:

$$J(u) = -\int_{\Omega} \frac{1}{2} (\varepsilon(u))^T D(\varepsilon(u)) d\Omega + \left( -\int_{\Omega} b^T u d\Omega - \int_{\Gamma_f} \mathbf{t}^T u d\Gamma \right) + \int_{\Omega} (\tilde{\varepsilon}^T D) (\mathbf{L}_d u) d\Omega$$

$$= -\tilde{U}(u) + W(u) + V_{\varepsilon}(u)$$  \hspace{1cm} (41)

where $\tilde{U}(u)$ is the strain energy potential with smoothed strains, $W(u)$ is the work potential of external force, and $V_{\varepsilon}(u)$ is the strain energy potential of the smoothed strains on the assumed displacement field. Let us now examine in detail $V_{\varepsilon}(u)$ in the LC-PIM setting, through which we prove the following remark.

**Theorem 1**

The LC-PIM is variationally consistent, and the generalized Galerkin weak form from Equation (23) is the weak form for LC-PIM.

**Proof**

In the process of the nodal integration used in LC-PIM, the problem domain $\Omega = \Omega_1 \cup \Omega_2 \cup \cdots \cup \Omega_N$ each of which contains a node. The smoothing domain $\Omega_k$ for the $k$th node is created by connecting sequentially the mid-edge point to the centroids of the surrounding triangles of the node as shown in Figure 1. Note that due to the smoothing operation, the assumed strains $\varepsilon_k$ are constants in $\Omega_k$ and the corresponding stresses $\sigma_k = D\varepsilon_k$ are thus also constant in $\Omega_k$. Therefore, $\sigma$ is bounded and continuous in each of the smoothing domain. Owing to the fact that the shape functions used are linear functions, the strain $\varepsilon$ is also a continuous function in each of the smoothing domain. We then have

$$V_{\varepsilon}(u) = \int_{\Omega} \varepsilon^T D \varepsilon d\Omega = \int_{\Omega} \varepsilon^T D (L_d u) d\Omega = \sum_{k=1}^{N} \int_{\Omega_k} \varepsilon_k^T D (L_d u) d\Omega$$  \hspace{1cm} (42)

Using Green’s divergence theorem for each smoothing domain $\Omega_k$ and the fact that $L_d^T (\varepsilon_k^T D)$ vanishes in $\Omega_k$, we obtain

$$V_{\varepsilon}(u) = \sum_{k=1}^{N} \left[ \int_{\Gamma_k} (\varepsilon_k^T D)(L_n u) d\Gamma - \int_{\Omega_k} (L_d^T (\varepsilon_k^T D)) d\Omega \right]_{=0, \text{in } \Omega_k}$$

$$= \sum_{k=1}^{N} \int_{\Gamma_k} \varepsilon_k^T D (L_n u) d\Gamma$$  \hspace{1cm} (43)
Again since $\bar{\varepsilon}_k$ is constant in $\Omega_k$, we arrived at

$$V_\varepsilon(u) = \sum_{k=1}^{N} (\varepsilon_k^T D) \int_{\Gamma_k} (L_{\eta} u) \, d\Gamma = \sum_{k=1}^{N} \varepsilon_k^T D \varepsilon_k A_k = \int_{\Omega} \varepsilon^T D \varepsilon \, d\Omega = 2 \bar{U}(u) \tag{44}$$

In deriving the above equation, we used Equation (27). Equation (44) means that the LC-PIM satisfies the orthogonal conditions [20]:

$$\int_{\Omega} \varepsilon^T D \varepsilon \, d\Omega = \int_{\Omega} \bar{\varepsilon}^T D \bar{\varepsilon} \, d\Omega \tag{45}$$

which implies that LC-PIM is variationally consistent.

Substituting the above equation into Equation (41), we have the following energy functional for the LC-PIM:

$$J(u) = \int_{\Omega} \frac{1}{2} (\varepsilon(u))^T D (\varepsilon(u)) \, d\Omega - \int_{\Omega} b^T u \, d\Omega - \int_{\Gamma_i} \bar{t}^T u \, d\Gamma \tag{46}$$

For any assumed displacement, Equation (46) is a mixed variational principle of the assumed strain method [20], and the corresponding weak form is Equation (23).

Note that the difference between the standard Galerkin weak form and the generalized Galerkin weak form is that in the standard Galerkin weak form we have to use compatible strains $\varepsilon = L_\eta u$, but in the generalized Galerkin weak form we use an assumed strain $\bar{\varepsilon}$, which is, in the case of LC-PIM, the smoothed strain given by Equation (28). In general, an assumed strain does not necessarily satisfy the orthogonal condition Equation (45), and the formulation based on the generalized Galerkin weak form will not be variationally consistent. A variationally inconsistent formulation can work well, if it is energy consistent such as in the smoothed FEM or SFEM proposed by Liu et al. [21, 22], where a detailed proof for the energy consistence is provided. On the other hand, a variationally consistent formulation does not in general guarantee a stable solution. A typical example is the SFEM, with SC = 1 we can have hourglass instability for some problems [21, 22]. The reason is that due to the use of an assumed strain instead of the compatible strain, the formulation becomes incompatible. Hence, it is well possible that the resultant stiffness matrix (still symmetric) can have intrinsic zero eigenvalues even if the problem is well posed (physically sufficient support is imposed).

It is well known in FEM [16] that if the number of independent relations provided by all integration points must be no less than the number of unknowns, the stiffness matrix $K$ must be singular or contain zero eigenvalue. This concept has also been applied to analyze mesh-free methods [9]. Considering now the present LC-PIM for 2D problems, there are three independent strain relations at each node and the total number of independent equations generated in LC-PIM will be $3N$, where $N$ is the total number of field nodes in the whole problem domain. The number of unknown variables should be $2N - N_f$, where $N_f$ is the number of constrained degrees of freedoms (DOFs). It is obvious that the LC-PIM always satisfy the requirement mentioned above, which concludes that the LC-PIM will not encounter the problem of zero eigenvalues or unstable modes. This is also confirmed by the results of all the numerical examples. The LC-PIM will have no zero-energy modes and always be stable as long as the problem is well posed (physically sufficient support is imposed).
5.2. Upper bound property of LC-PIM

We have discovered recently a very important property of LC-PIM: for the elasticity problem with homogeneous essential boundary conditions, the solution of the LC-PIM has always been the upper bound of the exact solution in energy norm, which will also be shown in all the examples given in the following section. To understand this property, we need to examine closely the relationship between solutions of an LC-PIM model, a FEM model and the exact model that produces the exact solution.

5.2.1. LC-PIM vs FEM. We first present the following lemma.

Lemma 1
For any given admissible displacement field $u$, the strain potential $\tilde{U}(u)$ for an LC-PIM model obtained using the smoothed strains is no larger than the strain potential $\tilde{U}(u)$ for a FEM model of compatible displacements:

$$\tilde{U}(u) \leq \tilde{U}(u)$$  \hspace{1cm} (47)

in which

$$\tilde{U}(u) = \int_{\Omega} \frac{1}{2} \tilde{\varepsilon}^T(u) D \tilde{\varepsilon}(u) d\Omega$$  \hspace{1cm} (48)

$$\tilde{U}(u) = \int_{\Omega} \frac{1}{2} \tilde{\varepsilon}^T(u) D \tilde{\varepsilon}(u) d\Omega$$  \hspace{1cm} (49)

where $\tilde{\varepsilon}$ is the smoothed strain obtained in LC-PIM using Equation (27) and $\varepsilon$ is the strain obtained in FEM.

Proof

We first examine

$$\int_{\Omega} \frac{1}{2} (\varepsilon - \tilde{\varepsilon})^T D (\varepsilon - \tilde{\varepsilon}) d\Omega$$

$$= \int_{\Omega} \frac{1}{2} \varepsilon^T D \varepsilon d\Omega - \int_{\Omega} \frac{1}{2} \tilde{\varepsilon}^T D \tilde{\varepsilon} d\Omega - \int_{\Omega} \frac{1}{2} \tilde{\varepsilon}^T D \tilde{\varepsilon} d\Omega + \int_{\Omega} \frac{1}{2} \tilde{\varepsilon}^T D \tilde{\varepsilon} d\Omega$$

$$= \int_{\Omega} \frac{1}{2} \varepsilon^T D \varepsilon d\Omega - \int_{\Omega} \tilde{\varepsilon}^T D \tilde{\varepsilon} d\Omega + \int_{\Omega} \tilde{\varepsilon}^T D \tilde{\varepsilon} d\Omega$$  \hspace{1cm} (50)

Using the orthogonal condition that Equation (45) holds for any $\varepsilon$ and the fact that $\tilde{\varepsilon}$ is a special case of $\varepsilon$ and $D$ is SPD, we have

$$\int_{\Omega} \frac{1}{2} (\varepsilon - \tilde{\varepsilon})^T D (\varepsilon - \tilde{\varepsilon}) d\Omega \geq 0$$  \hspace{1cm} (51)

which gives Equation (47). \hfill \Box
Equation (47) can be expressed in discrete form of arbitrary (but admissible) nodal displacement \( \mathbf{d} \) as

\[
\frac{1}{2} \mathbf{d}^T \hat{\mathbf{K}} \mathbf{d} \leq \frac{1}{2} \mathbf{d}^T \tilde{\mathbf{K}} \mathbf{d} \quad (52)
\]

**Corollary 1**

For any admissible assumed nodal displacement field \( \mathbf{d} \), the total potential \( \hat{J}(\mathbf{d}) \) for FEM model is no less than that of \( \tilde{J}(\mathbf{d}) \) for LC-PIM model:

\[
\hat{J}(\mathbf{d}) \geq \tilde{J}(\mathbf{d}) \quad (53)
\]

where

\[
\hat{J}(\mathbf{d}) = \frac{1}{2} \mathbf{d}^T \hat{\mathbf{K}} \mathbf{d} - \mathbf{d}^T \hat{\mathbf{f}} \\
\tilde{J}(\mathbf{d}) = \frac{1}{2} \mathbf{d}^T \tilde{\mathbf{K}} \mathbf{d} - \mathbf{d}^T \tilde{\mathbf{f}}
\]

**Proof**

This is a natural consequence of Lemma 1, based on the fact that \( \tilde{\mathbf{f}} \) and \( \hat{\mathbf{f}} \) are the same. \( \square \)

**Theorem 2**

When the same mesh is used, the strain energy obtained from the LC-PIM solution is no less than that from the FEM solution based on compatible displacement model:

\[
\hat{U}(\mathbf{d}) \geq \tilde{U}(\mathbf{d}) \quad (56)
\]

where

\[
\hat{U}(\mathbf{d}) = \frac{1}{2} \mathbf{d}^T \hat{\mathbf{K}} \mathbf{d} \\
\tilde{U}(\mathbf{d}) = \frac{1}{2} \mathbf{d}^T \tilde{\mathbf{K}} \mathbf{d}
\]

The equality is true when LC-PIM and FEM produce the exact solutions or all the nodal-based smoothing covers only on element.

**Proof**

On the basis of Lemma 1 (see Equation (52)), we obtain for any admissible \( \mathbf{d} \):

\[
\mathbf{d}^T \tilde{\mathbf{K}} \mathbf{d} - \mathbf{d}^T \hat{\mathbf{K}} \mathbf{d} = \mathbf{d}^T (\hat{\mathbf{K}} - \tilde{\mathbf{K}}) \mathbf{d} \geq 0 \quad (59)
\]

Equation (59) implies that matrix \( (\hat{\mathbf{K}} - \tilde{\mathbf{K}}) \) is SPD. In mechanics, it implies that \( \hat{\mathbf{K}} \) is ‘stiffer’ than \( \tilde{\mathbf{K}} \). In addition, the solution of FEM can be expressed as

\[
\hat{\mathbf{d}} = \hat{\mathbf{K}}^{-1} \hat{\mathbf{f}}
\]

in which \( \tilde{J}(\mathbf{d}) \) is stationary. The solution of LC-PIM can be expressed as

\[
\mathbf{d} = \mathbf{K}^{-1} \tilde{\mathbf{f}} \quad (61)
\]
in which \( \tilde{J}(\mathbf{d}) \) is stationary. Note here that we used the fact that \( \tilde{\mathbf{f}} = \tilde{\mathbf{f}} \). At the stationary point, we have for FEM

\[
\tilde{J}(\mathbf{d}) = \frac{1}{2} \mathbf{d}^T \mathbf{K} \mathbf{d} - \frac{1}{2} \mathbf{d}^T \tilde{\mathbf{K}} \mathbf{d} = -\frac{1}{2} \mathbf{d}^T \tilde{\mathbf{f}} = -\frac{1}{2} \frac{\tilde{\mathbf{f}}^T}{\tilde{\mathbf{K}}^{-1}} \tilde{\mathbf{f}} \quad (62)
\]
and for LC-PIM

\[
\tilde{J}(\mathbf{d}) = \frac{1}{2} \mathbf{d}^T \mathbf{K} \mathbf{d} - \frac{1}{2} \mathbf{d}^T \tilde{\mathbf{K}} \mathbf{d} = -\frac{1}{2} \mathbf{d}^T \tilde{\mathbf{f}} = -\frac{1}{2} \frac{\tilde{\mathbf{f}}^T}{\tilde{\mathbf{K}}^{-1}} \tilde{\mathbf{f}} \quad (63)
\]
The difference between the strain energies of FEM and LC-PIM solution becomes

\[
\tilde{U}(\mathbf{d}) - \tilde{U}(\mathbf{d}) = \frac{1}{2} \frac{\tilde{\mathbf{f}}^T}{\tilde{\mathbf{K}}^{-1}} \tilde{\mathbf{f}} - \frac{1}{2} \frac{\tilde{\mathbf{f}}^T}{\tilde{\mathbf{K}}^{-1}} \tilde{\mathbf{f}} = \frac{1}{2} \frac{\tilde{\mathbf{f}}^T}{\tilde{\mathbf{K}}^{-1}} (\mathbf{K}^{-1} - \tilde{\mathbf{K}}^{-1}) \tilde{\mathbf{f}} \quad (64)
\]
which gives Equation (56).

In the working of Equation (64), we used the fact that \( (\mathbf{K}^{-1} - \tilde{\mathbf{K}}^{-1}) \) is SPD. This can be proven based on the facts that \( \mathbf{K}, \tilde{\mathbf{K}}, \) and \( (\tilde{\mathbf{K}} - \mathbf{K}) \) are all SPD (see Equation (59)).

5.2.2. LC-PIM vs exact model. We have found further in our past numerical examples that not only \( \tilde{U}(\mathbf{d}) \geq \tilde{U}(\mathbf{d}) \) but also \( \tilde{U}(\mathbf{d}) \geq U(\mathbf{e}) \geq \tilde{U}(\mathbf{d}) \) is true except for a few trivial cases, which means the solution of LC-PIM gives the upper bound of the exact solution in energy norm. The fact will be stated in Theorem 3 that follows the following lemma.

**Lemma 2**

For any (admissible) displacement \( \mathbf{u} \), the strain potential \( \tilde{U}(\mathbf{u}) \) for an LC-PIM model is no larger than that of \( U(\mathbf{u}) \) for the exact model:

\[
\tilde{U}(\mathbf{u}) \leq U(\mathbf{u}) \quad (65)
\]
where

\[
\tilde{U}(\mathbf{u}) = \int_\Omega \frac{1}{2} \tilde{\mathbf{e}}^T(\mathbf{u}) \mathbf{D} \tilde{\mathbf{e}}(\mathbf{u}) \, d\Omega 
\]
with the smoothed strain \( \tilde{\mathbf{e}} \) obtained using Equation (28), and

\[
U(\mathbf{u}) = \int_\Omega \frac{1}{2} \mathbf{e}^T(\mathbf{u}) \mathbf{D} \mathbf{e}(\mathbf{u}) \, d\Omega 
\]
with the strain \( \mathbf{e} \) obtained using Equation (4).
Proof

We examine

\[ \int_{\Omega} \frac{1}{2} (\varepsilon - \varepsilon) \mathbf{D} (\varepsilon - \varepsilon) \mathbf{d} \mathbf{d} \Omega \]

\[ = \int_{\Omega} \frac{1}{2} \varepsilon^T \mathbf{D} \varepsilon \mathbf{d} \Omega - \int_{\Omega} \frac{1}{2} \varepsilon^T \mathbf{D} \varepsilon \mathbf{d} \Omega - \int_{\Omega} \frac{1}{2} \varepsilon^T \mathbf{D} \varepsilon \mathbf{d} \Omega + \int_{\Omega} \frac{1}{2} \varepsilon^T \mathbf{D} \varepsilon \mathbf{d} \Omega \]

\[ = \int_{\Omega} \frac{1}{2} \varepsilon^T \mathbf{D} \varepsilon \mathbf{d} \Omega - \int_{\Omega} \varepsilon^T \mathbf{D} \varepsilon \mathbf{d} \Omega + \int_{\Omega} \frac{1}{2} \varepsilon^T \mathbf{D} \varepsilon \mathbf{d} \Omega \]

(68)

Using the orthogonal condition Equation (45) and the fact that \( \mathbf{D} \) is SPD, we have

\[ \int_{\Omega} \frac{1}{2} (\varepsilon - \varepsilon)^T \mathbf{D} (\varepsilon - \varepsilon) \mathbf{d} \Omega \geq 0 \]

which gives Equation (65). \( \square \)

Corollary 2

For any assumed admissible nodal displacement field \( \mathbf{d} \), the total potential \( J(\mathbf{d}) \) for the exact model is no less than that of \( \tilde{J}(\mathbf{d}) \) for LC-PIM model:

\[ J(\mathbf{d}) \geq \tilde{J}(\mathbf{d}) \] (70)

where

\[ J(\mathbf{d}) = \frac{1}{2} \mathbf{d}^T \mathbf{K} \mathbf{d} - \mathbf{d}^T \mathbf{f} \]

\[ \tilde{J}(\mathbf{d}) = \frac{1}{2} \mathbf{d}^T \tilde{\mathbf{K}} \mathbf{d} - \mathbf{d}^T \tilde{\mathbf{f}} \] (71)

Proof

This is natural consequence of Lemma 2, based on the fact that \( \mathbf{f} \) and \( \tilde{\mathbf{f}} \) are the same. \( \square \)

Theorem 3

The strain energy obtained from the LC-PIM solution has the following relationship with the exact strain energy:

\[ \tilde{U}(\tilde{\mathbf{d}}) \geq U(\mathbf{d}_0) \] (72)

where \( \tilde{\mathbf{d}} \) is the solution of an LC-PIM model, which is obtained using shape functions constructed using bases containing the exact solution and used in Equation (9), and \( \mathbf{d}_0 \) is the exact nodal displacement sampled using the exact displacement field \( \mathbf{u}_0 \).
Proof
Consider a problem with the exact solution of $u_0$. Let $d_0$ be the corresponding solution at the nodes of the mesh used in the LC-PIM model for the same problem. The exact solution $u_0$ can then always be expressed in the form:

$$u_0(x, d) = \sum_{i \in n_e} \Phi_{ei}(x)d_0i$$

(73)

where $n_e$ is the set of nodes of the element containing $x$, $d_0i$ is the vector of nodal displacements of the exact solution, and $\Phi_{ei}(x)$ is the matrix of the shape functions that are constructed using bases containing the exact solution in the form of Equation (10) that returns $u_0$ for the given $d_0i$ within the element. We now consider an arbitrary displacement field defined by

$$u(x, d) = \sum_{i \in n_e} \Phi_{ei}(x)d_i$$

(74)

where $d_i$ is the vector of arbitrary nodal displacements. This means that we have a special FEM model that uses the exact shape function, which should produce the exact solution of nodal displacement (Remark 3). Following the arguments in proving Theorem 2, we should have

$$\bar{U}(\bar{d}) - U(d_0) \geq 0$$

(75)

which is Equation (72).

\[\square\]

5.2.3. The battle of softening and stiffening effects. Theorem 3 implies that LC-PIM can provide an upper bound for the exact solution in energy norm, under the condition that $\Phi_{ei}(x)$ is used. In mechanics, this means that the smoothing operation provides a softening effect to the solids or structure, so that the displacement $\bar{d}$ obtained by LC-PIM is ‘larger’ (in $K$ norm) than that of the exact solution.

In the practice of using LC-PIM for a general problem, however, finding $\Phi_{ei}(x)$ is not always practical. Therefore, we use the usual PIM shape functions (or, in special cases, the FEM shape functions) instead. The use of any (compatible) shape functions in the place of the exact shape functions will, on the other hand, provide a stiffening effect to the model. The battle between the softening and stiffening effects will determine whether an LC-PIM model can in fact provide an upper bound solution to the problem.

The softening effect depends on the following situations in an LC-PIM model.

- The number of elements that is connected to a node of a smoothing domain: The more the elements, the more the smoothing effects. As shown in Figure 1, at node $k$, there are five elements connected, and at the corner node $q$, however, only two elements are connected. In an extreme case, if the smoothing domain is defined for each element to perform the smoothing operation ($\Omega_k$ is further divided into five sub-domains: each for an element), there will not be any softening effect. In this case, the LC-PIM and FEM give naturally the same results, and the LC-PIM will not provide an upper bound, but a lower bound solution.
- The number of nodes being smoothed: In LC-PIM, one does not have to perform the smoothing operation for all the nodes. If the smoothing is selectively performed, the softening effect will proportionally depend on the number of nodes participated in the smoothing operation.
- The number of nodes used in the problem domain or density of the background cells: When a small number of nodes are used, the displacements approximated using the PIM shape
functions in a smoothing domain deviate far from the exact solution, resulting in a heavy smoothing to the strain field, and hence a strong softening effect. On the other hand, when a large number of nodes are used, the displacements approximated using the PIM shape functions in a smoothing domain are more close to the exact solution, resulting in less smoothing effects, and hence less softening effect. At the extreme of infinitely small elements are used, the smoothing effects will diminish and the LC-PIM solution (also the FEM solution) will approach to the exact solution.

The stiffening effect depends on the following situations in an LC-PIM model.

- The order of the PIM shape functions used in the displacement approximation: when high-order PIM shape functions are used, the displacements approximated using the PIM shape functions in a smoothing domain are closer to the exact solution of displacements, which reduces the stiffening effect and vice versa.
- The number of nodes used in the problem domain. When a small number of nodes are used, the displacements approximated using the PIM shape functions in a smoothing domain deviate far from the exact solution; the stiffening effect is therefore large, and vice versa. At the extreme of infinitely small elements are used, the stiffening effects will diminish and the LC-PIM solution (also the FEM solution) will approach to the exact solution.

Generally, the softening effect provided by the smoothing in an LC-PIM model is more significant than the stiffening effects. This is because the smoothing is a zero-order approximation that is lower than the at least first-order approximation of the displacement resulting in the stiffening effect. Therefore, the LC-PIM always produces an upper bound solution except the following case:

- Only one element is used. In this case, only element participates in smoothing, which should not have any smoothing effects; hence, the solutions of LC-PIM and FEM are the same, and LC-PIM gives a lower bound solution.

In our numerical study, we found that LC-PIM can produce upper bound solutions for all the problems we have studied, except the very special case mentioned above. Intensive numerical studies have been conducted and reported in the following section to confirm the properties of the LC-PIM with a focus on the important upper bound property.

6. NUMERICAL EXAMPLES

To investigate quantitatively the numerical results, the error indicators in displacement and energy norms are defined as follows:

\[
ed = \sqrt{\frac{\sum_{i=1}^{n} (u_i^{\text{exact}} - u_i^{\text{numerical}})^2}{\sum_{i=1}^{n} (u_i^{\text{exact}})^2}}
\]

\[
ee = \frac{1}{A} \sqrt{\frac{1}{2} \int_{\Omega} (\varepsilon^{\text{exact}} - \varepsilon^{\text{numerical}})^T D (\varepsilon^{\text{exact}} - \varepsilon^{\text{numerical}}) \, d\Omega}
\]
where the superscript exact denotes the exact or analytical solution, numerical denotes the numerical solution obtained using a numerical method including the present LC-PIM, and \( A \) is the area of the problem domain.

To demonstrate the upper bound property of LC-PIM numerically, strain energy of the model will be calculated according to the following formula:

\[
U = \int_{\Omega} \frac{1}{2} \varepsilon^T D \varepsilon \, d\Omega
\]  

(78)

6.1. 1D bar problem

Consider a bar with length \( L \) and of uniform cross-sectional area \( A \). As shown in Figure 2, the bar is fixed at the left end and subjected to a uniform body force \( b \). The parameters are taken as \( L = 1 \, \text{m}, \:\ A = 1 \, \text{m}^2, \:\ b = 1 \, \text{N/m}, \:\ \text{and} \:\ E = 1.0 \, \text{Pa} \). Governing equation and boundary conditions are as follows:

\[
E \frac{d^2 u}{dx^2} + 1 = 0 \quad (79)
\]

\[
u(x = 0) = 0 \quad (80)
\]

\[
\sigma(x = 1) = 0
\]

The analytical solution that satisfy the above equations is obtained as

\[
u_0(x) = -\frac{1}{2E} x^2 + \frac{1}{E} x \quad (81)
\]

The exact strain energy of the problem can be calculated as follows:

\[
U(u_0) = \frac{1}{2} \int_l \varepsilon_0^T E \varepsilon_0 \, dl = \frac{1}{6E} \quad (82)
\]

First, the effect of the dimension of smoothing domain is studied using this simple 1D problem. As shown in Figure 3(a), the problem domain of the bar is presented using three nodes: node 1 located at the left end, node 2 located at the midpoint of the problem domain, and node 3 located at the right end. Cells (1) and (2) are two background cells. Normally, the smoothing length (domain) for node 2 is obtained by connecting the midpoints of cells (1) and (2), which is \( l/2 \). We now intentionally change the dimension of the smoothing length for node 2 to study its effect on the computed strain energy. As shown in Figure 3(b), the strain energy of LC-PIM model increases with the increase in the smoothing length, which is defined as the ratio of the smoothing length of node 2 to the entire problem domain length \( l \). When the smoothing length reduces to zero (meaning that node 2 contributes nothing to the stiffness), the LC-PIM solution that resulted from
this 3-node model will be the same as that of the FEM solution using one element of 2-nodes, which gives the lower bound solution. When the ratio of the smoothing length increases to about 0.43, the LC-PIM solution of strain energy will be larger than that of the exact solution, providing an upper bound. This finding confirms the discussions given in Section 5.2.3.

Next, six models of different numbers of uniformly distributed nodes are used to study the properties of the solutions of both LC-PIM and FEM. The computed values of strain energy are plotted in Figure 4 against the number of nodes used, together with the exact solution. It can be found that LC-PIM produces same results as FEM when only two nodes are used. In this case, two smoothing domains are used for, respectively, the two field nodes; hence, the smoothing has no effect at all to the problem, and the solution is the same as the FEM giving a lower bound. When the number of nodes is larger than 2, the smoothing takes effect, and the LC-PIM provides an upper bound solution. With the increase in the number of nodes, the FEM solution approaches from below to the exact solution monotonically (see Remark 2); LC-PIM solution, however, approaches from above to the exact solution monotonically, due to the fact that the smoothing effects in the LC-PIM reduce as the displacement filed approaches to the exact solution. These findings confirm again the discussions given in Section 5.2.3. This simple 1D example shows for the first time clearly the very important fact that we now can bound the exact solution from both sides.

6.2. 2D cantilever solid

A 2D cantilever solid with length $L$ and height $D$ is now studied. The solid is subjected to a parabolic traction at the free end as shown in Figure 5. The solid is assumed to have unit thickness, and the following analytical solution based on the plane stress theory is available [23] for our precise examination of the properties of LC-PIM solution:

$$u_x = -\frac{Py}{6EI} \left[ (6L - 3x)x + (2 + v) \left( y^2 - \frac{D^2}{4} \right) \right]$$

(83)
Figure 4. Upper bound solution obtained using the LC-PIM for the 1D bar problem. The lower bound solution is obtained using the FEM using linear elements.

Figure 5. A 2D cantilever solid subjected to a parabolic traction on the right edge.

\[
\begin{align*}
    u_y &= \frac{P}{6EI} \left[ 3vy^2(L-x) + (4+5v) \frac{D^2x}{4} + (3L-x)x^2 \right] \\
    \sigma_{xx} &= -\frac{P(L-x)y}{I} \\
    \sigma_{yy} &= 0 \\
    \sigma_{xy} &= \frac{P}{2I} \left[ \frac{D^2}{4} - y^2 \right]
\end{align*}
\]

where \( I \) is the moment of the inertia given as \( I = D^3/12 \).

Other parameters used in the computation are \( E = 3.0 \times 10^7 \text{Pa}, v = 0.3, L = 50 \text{m}, D = 10 \text{m}, \) and \( P = -1000 \text{N} \).

To study the convergence property of the LC-PIM solution, three models with regularly distributed nodes (105, 369, and 1377 nodes, respectively) have been analyzed. The same problem
is also analyzed using the linear FEM with the same models. Using Equations (76) and (77),
errors in displacement and energy norms are calculated and plotted against the average nodal
spacing \( (h) \) as shown in Figure 6. It can be found that the LC-PIM obtains a similar accuracy and
convergence rate in displacement compared with the linear FEM. For the results in energy norm,
however, solutions of the LC-PIM are more accurate and achieve much higher convergence rate.

It is known that if a fully (both displacements and displacement–strain relationships) compatible
model is used, the convergence rate in energy norm should be, theoretically, 1.0 (for linear fields
assumed), and if a fully equilibrium model is used, the convergence rate in energy norm should be,
theoretically, 2.0. In the LC-PIM, the strain smoothing is performed, which creates an ‘equilibrium’
state locally inside the smoothing cells. On all the interfaces of the smoothing cells, however, the
equilibrium is not ensured and only the compatibility of displacements is ensured. Therefore, the
rate of convergence in energy norm should be, theoretically, between 1.0 and 2.0. The actual value
will be problem dependent. For this cantilever beam problem, the convergence rate in energy norm
for the LC-PIM is 1.42 (shown in Figure 6), which also demonstrated this theory.

Figure 7 shows the convergence status of the strain energies against the increase of DOF for
both FEM and LC-PIM. The exact solution of the strain energy is calculated using the analytical
solutions of stress components. It can be clearly observed that the strain energy of FEM model
is always smaller than the exact solution; on the contrary, the strain energy of LC-PIM model
is always larger than the exact solution. The results confirm that for this 2D problem LC-PIM
provides upper bound solution. The figure also shows that with the increase in DOF, the strain
energy of the FEM model and the LC-PIM model converges to the reference solution from below
and above, respectively. This 2D example shows clearly again the very important fact that we now
can bound the exact solution from both sides.

6.3. Infinite 2D solid with a circular hole

An infinite 2D solid with a central circular hole \((a = 1 \text{ m})\) and subjected to a unidirectional tensile
\((T_x = 10 \text{ N/m})\) is studied. Owing to its two-fold symmetry, one quarter is modeled with \(b = 5 \text{ m}
\) (as shown in Figure 8). Symmetry conditions are imposed on the left and bottom edges, and the
inner boundary of the hole is traction free. For this benchmark problem, the analytical solution for the stress is given by [23]

\[
\begin{align*}
\sigma_{xx} &= T_x \left\{ 1 - \frac{a^2}{r^2} \left[ \frac{3}{2} \cos(2\theta) + \cos(4\theta) \right] + \frac{3a^4}{2r^4} \cos(4\theta) \right\} \quad (88) \\
\sigma_{yy} &= -T_x \left\{ \frac{a^2}{r^2} \left[ \frac{1}{2} \cos(2\theta) - \cos(4\theta) \right] + \frac{3a^4}{2r^4} \cos(4\theta) \right\} \quad (89) \\
\sigma_{xy} &= -T_x \left\{ \frac{a^2}{r^2} \left[ \frac{1}{2} \sin(2\theta) + \sin(4\theta) \right] - \frac{3a^4}{2r^4} \sin(4\theta) \right\} \quad (90)
\end{align*}
\]

where \((r, \theta)\) are the polar coordinates and \(\theta\) is measured counterclockwise from the positive \(x\)-axis.

Traction boundary conditions are imposed on the right \((x = 5\text{ m})\) and upper \((y = 5\text{ m})\) edges based on the analytical solutions in Equations (88)–(90). The displacement components corresponding
The problem domain is discretized with four models of irregularly distributed nodes (577, 1330, 2850, and 3578 nodes, respectively). The convergence rates in displacement and energy norms are demonstrated in Figure 9 for both the FEM and the LC-PIM. Again, it can be seen that for the displacement results, the LC-PIM and the FEM obtain similar accuracy and achieve an almost-equal convergence rate, but for the stress results in energy norm, the LC-PIM provides better accuracy and achieves much higher convergence rate.

The strain energy for each model is calculated for both FEM and LC-PIM. As shown in Figure 10, the strain energy of the FEM model is always smaller than the exact solution and converges from below with the increase in DOF. On the contrary, the strain energy of the LC-PIM model is always larger than the exact solution and converges from above. The results confirm again for this 2D problem that LC-PIM provides upper bound solution.

6.4. 2D half space

A 2D half space subjected to a uniform pressure on the upper surface within a finite range \((-a \leq x \leq a)\) is studied (as shown in Figure 11). Plane strain condition is considered and the
Figure 10. Upper bound solution obtained using the LC-PIM for the problem of infinite solid with a hole. The lower bound solution is obtained using the FEM using linear elements.

Figure 11. Semi-infinite 2D solid subjected to a uniform pressure on the surface.

Analytical stresses are given by [23]

\[ \sigma_{xx} = \frac{p}{2\pi} [2(\theta_1 - \theta_2) - \sin 2\theta_1 + \sin 2\theta_2] \]  
(94)

\[ \sigma_{yy} = \frac{p}{2\pi} [2(\theta_1 - \theta_2) + \sin 2\theta_1 - \sin 2\theta_2] \]  
(95)

\[ \sigma_{xy} = \frac{p}{2\pi} (\cos 2\theta_1 - \cos 2\theta_2) \]  
(96)
Figure 12. Comparison of convergence rate between the linear FEM and the LC-PIM via the problem of semi-infinite plane: (a) comparison of convergence rate in displacement norm and (b) comparison of convergence rate in energy norm.

The directions of $\theta_1$ and $\theta_2$ are referred in Figure 11. The corresponding displacements can be given by

\[
ux = \frac{p(1-v^2)}{\pi E} \left[ \frac{1-2v}{1-v} \left[ (x+a)\theta_1 - (x-a)\theta_2 \right] + 2y \ln \frac{r_1}{r_2} \right]
\]

(97)

\[
uy = \frac{p(1-v^2)}{\pi E} \left[ \frac{1-2v}{1-v} \left[ y(\theta_1 - \theta_2) + 2H \arctan \frac{1}{c} \right] + 2(x-a) \ln r_2 \right.

-2(x+a) \ln r_1 + 4a \ln a + 2a \ln (1+c^2)
\]

(98)

where $H = ca$ is the distance from the origin to point $0'$, where the vertical displacement is assumed to be zero and $c$ is a coefficient.

Owing to the symmetry about the $y$-axis, the problem is modeled with a $5a \times 5a$ square with $a = 0.2$ m, $c = 100$, and $p = 1$ MPa. Other parameters are taken as $E = 3.0 \times 10^7$ Pa and $v = 0.3$. The left and bottom edges are constrained using exact displacement, while the right side is subjected to tractions computed from the analytical solutions.

The problem domain has been discretized with four models of node distributions (322, 651, 1252, and 2551 nodes, respectively) and the convergence rates for the displacement and energy norms are calculated using both LC-PIM and FEM. As shown in Figure 12, LC-PIM and FEM obtain similar accuracy and convergence rate for displacement calculation, but the former produces better accuracy and higher convergence rate for energy calculation than the latter. As we discussed previously, the convergence rate in energy norm of LC-PIM should be, theoretically, between 1.0 and 2.0. In this example, the convergence rate in energy norm is 0.98 (shown in Figure 12). The strain energy calculated based on numerical results has been plotted against the number of DOFs in Figure 13. It can be seen again that LC-PIM possesses the upper bound solution: strain energy of the LC-PIM solution is always larger than the exact one and converges to it with the increase in DOFs.
6.5. Square solid subjected to uniform pressure and body force

A square solid shown in Figure 14 is now studied. The solids are constrained on the left, the right, and the bottom edges, and suffering from uniform pressure along the top edge and body force of $b^T = \{0 \ -1\}$. The problem is considered as plane stress with $E = 3.0 \times 10^7$ Pa and $\nu = 0.3$.

The problem is discretized with four models of 145, 313, 545, and 841 nodes, respectively. The property of upper bound on strain energy for LC-PIM is also investigated in similar ways as in the previous examples. As the analytical solution is not available for this problem, the reference solution of strain energy is obtained using the FEM with a very fine mesh (8238 nodes).
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Figure 15. Upper bound solution obtained using the LC-PIM for the problem of square solid subjected to uniform pressure. The lower bound solution is obtained using the FEM using linear elements.

Figure 16. A connecting rod used in an automobile.

calculated strain energy has been plotted against the DOF in Figure 15. Again, LC-PIM gives the upper bound solution for this 2D problem.

6.6. An automotive part: connecting rod

A practical problem of typical connecting rod used in automobiles, as shown in Figure 16, is studied using LC-PIM. The rod is constrained along the left circle and subjected to a uniform radial pressure of 100 along the right circle as shown in the figure. The parameters are $E = 3.0 \times 10^7$ Pa and $v = 0.3$. As the exact solution is not available, a reference solution of strain energy is obtained using FEM with a very fine mesh (11226 nodes).

The problem is presented using four models of nodes distribution, i.e. 592, 1150, 1660, and 2244 nodes. The calculated strain energy has been plotted against the increase of DOFs in Figure 17. For this practical problem with complicated shape, the LC-PIM is found again to produce an upper bound solution in energy norm, while the FEM produces the lower bound.
6.7. 3D Lame problem

A 3D Lame problem consists of a hollow sphere with inner radius $a$ and outer radius $b$ and subjected to internal pressure $P$, as shown in Figure 18. For this benchmark problem, the analytical solution is available in polar coordinate system [23]:

\[ u_r = \frac{Pa^3r}{E(b^3-a^3)} \left[ (1-2v)+(1+v) \frac{b^3}{2r^3} \right] \quad (99) \]

\[ \sigma_r = \frac{Pa^3(b^3-r^3)}{r^3(a^3-b^3)} \quad (100) \]

\[ \sigma_\theta = \frac{Pa^3(b^3+2r^3)}{2r^3(b^3-a^3)} \quad (101) \]

where $r$ is the radial distance between the centroid of the sphere and the point of interest in the sphere.

As the problem is spherically symmetrical, only one-eighth of the sphere is modeled and symmetry conditions are imposed on the three planes of symmetry. The numerical solution to this problem has been calculated using the material parameters $E = 1.0\, \text{Pa}$, $v = 0.3$, geometric parameters $a = 1\, \text{m}$, $b = 2\, \text{m}$, and internal pressure $P = 1\, \text{N/m}^2$.

The problem is discretized using four models of nodes distribution, i.e. 173, 317, 729, and 1304 nodes. The calculated strain energy has been plotted against the increase of DOFs in Figure 19 for both FEM and LC-PIM. For this 3D problem, LC-PIM is found again producing an upper bound solution, while the FEM produces the lower bound.
Figure 18. The 3D Lame problem of a hollow sphere subjected to an internal pressure.

Figure 19. Upper bound solution obtained using the LC-PIM for the 3D Lame problem. The lower bound solution is obtained using the FEM using linear elements.

6.8. A 3D axletree base

Finally, a 3D practical problem of axletree base is studied using the present method. As shown in Figure 20, the axletree base is symmetric about the y–z plane, fixed in the locations of four lower cylindrical holes and subjected to a uniform pressure \( P = 100 \text{N/m}^2 \) applied on the concave annulus. The parameters are taken as \( E = 3.0 \times 10^7 \text{Pa} \) and \( v = 0.3 \).

The problem is presented using four models of 781, 1828, 2566, and 3675 nodes, respectively. The values of strain energy for both FEM and LC-PIM are plotted against the increase of DOF. As no analytical solution is available for this problem, a reference solution is obtained using the FEM with a very fine mesh (9963 nodes in total). Figure 21 shows that for this 3D practical problem with complicated shape, LC-PIM has again produced an upper bound solution: strain energy of LC-PIM solution is no less than the strain energy of the ‘exact’ solution and converges to it with the increase in DOFs, while FEM solution convergences from below to the ‘exact’ solution.
7. EXTENSION

In the above theoretical and numerical studies, we used the same mesh for both LC-PIM and FEM models. In actual applications, there is no need to use the same mesh for these two methods, if our concerns are only on the solution bounds on the exact solutions. This is simply because we have found the bound properties of LC-PIM and FEM against, respectively, the exact solution. Therefore, for a given practical problem, we can use different meshes (if necessary), respectively, for LC-PIM and FEM, and the solutions of them will bound the exact solution from both above and below (except the trivial cases for LC-PIM). Using these bound properties of LC-PIM and
FEM solutions, one can now effectively certify a numerical solution and conduct elegant adaptive analyses for solutions of desired accuracy.

8. CONCLUSION

In this work, a thorough theoretical study and an intensive numerical investigation on the linearly conforming point interpolation method (LC-PIM) have been conducted. We proved theoretically that

- The LC-PIM is variationally consistent, and the generalized Galerkin weak form is a valid weak form for generating the discretized system equations.
- The LC-PIM solution (in energy norm) is always no less than that of FEM.
- The LC-PIM solution (in energy norm) is no less than that of exact solution except a few trivial cases.

Intensive studies using 1D, 2D, and 3D problems have been then conducted, and we confirmed numerically that

- The LC-PIM solution (in energy norm) is always no less than that of FEM for all cases studied, without exception.
- The LC-PIM solution (in energy norm) is no less than that of exact solution except a few trivial cases: only one element is used, and the smoothing domain is reduced.
- Compared with the linear FEM, the LC-PIM gives similar accuracy and convergence rate for displacement calculation, but better accuracy and higher convergence rate in stresses.

We finally claim that using the LC-PIM together with the displacement-based fully compatible FEM model, we now have a systematical way to numerically obtain both upper and lower bounds of the exact solution to elasticity problems.
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