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A B S T R A C T

We present an efficient adaptive analysis procedure to obtain certified solutions of desired accuracy with bounds to the exact solution in energy norm for elasticity problems. The procedure makes the use of the recent finding that the upper bound to the exact strain energy can be obtained using the linearly conforming point interpolation method (LC-PIM), and the well-known fact that the lower bound can be obtained using the standard displacement-based fully compatible finite element method (FEM). To perform the adaptive analysis, a residual error-based error indicator and a simple h-type refinement scheme are employed and the relative error of the computed strain energy is used as the global stopping criteria. A number of numerical examples, including problems with singularity, have been studied to demonstrate the effectiveness and efficiency of the present procedure. The numerical results have been found converging very fast to the exact solution, and the bounds to the exact strain energy can be obtained efficiently at any stage in the adaptive process whenever required.
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1. Introduction

In the process of designing an advanced engineering system, the underline partial differential equations have to be solved with desired accuracy. Except for some simple models, the differential equations are usually very difficult to solve analytically to obtain exact solutions. Various numerical techniques have been therefore developed to obtain approximate solutions, such as the well-known finite difference method (FDM), widely used finite element method (FEM) and the newly developed meshfree methods [1], etc.

After more than half a century of development, FEM has become one of the most general and powerful tools for numerical simulation in engineering and science [2,3]. It is well known that the fully compatible displacement-based FEM produces an overestimation of the stiffness resulting in an underestimation of strain energy. This property is often used to estimate the error of the obtained approximated solution. To certify the approximated solution against to the exact solution that is generally unknown is of very importance and a very challenging task. One way to obtain such a certificate is to use an equilibrium model of FEM [4,5] that is, however, a quite complicated process and may not always doable for general problems.

A linearly conforming point interpolation method (LC-PIM) was developed by combining meshfree techniques with the FEM formulation [6]. In this method, point interpolation method (PIM) is used to construct shape functions with a small set of nodes located in a local support domain. PIM shape functions possessing delta function property are used for straightforward imposition of point essential boundary conditions [7]. Instead of using compatible strains generated from the strain-displacement relation, LC-PIM uses the smoothed strains over smoothing cells of the nodes, which can provide softening effect to the structure and makes the method possess many good properties [8]. Note that the PIM constructs shape functions using a set of local nodes, in local support domain that can overlap, and hence the order of the shape functions can be as high as desired, as long as the moment matrix is not singular [6]. A more general formulation is the conforming radial PIM (RPIM) [9] that uses randomly distributed local nodes, in which the conformability is achieved using nodal integration with strain smoothing operation. Recently, Liu et al. [10] have also discovered that the strains in a node-based smoothing cell can be piece-wise linearly constructed in a number of ways, and very accurate solution can be obtained. In such a formulation, high order of conformability may be achieved.

It has been found and proven that LC-PIM can provide upper bound solution in energy norm for elasticity problems with homogeneous essential boundary conditions [8]. It implies that using LC-PIM together with the standard displacement-based fully compatible
FEM, we can now bound the exact strain energy from above and below, respectively. Utilizing these properties, we propose an efficient adaptive analysis procedure to obtain certified solutions of desired accuracy with bounds to the exact strain energy for elasticity problems. In this procedure, the LC-PIM is used to obtain the upper bound, and the standard fully compatible FEM is used to compute the lower bound of the exact solution in energy norm. To perform the adaptive analysis, a residual-based error indicator and a simple $h$-type refinement scheme are employed and the relative error of the computed strain energies is used as the global criteria to determine when to terminate the adaptive process.

The paper is outlined as follows. In Section 2, the displacement-based model of FEM is briefly introduced. In Section 3, the formulae of LC-PIM are presented and some import properties are described. The technique used in the adaptive analysis, including the residual-based error indicator, the definition of local and global criteria, and a simple $h$-type refinement scheme, are introduced in Section 4. In Section 5, some numerical examples are studied to demonstrate the effectiveness and efficiency of the present procedure for bounding the exact strain energy of elasticity problems. Some concluding remarks are finally made in Section 6.

2. Briefing on the FEM

2.1. Basic equations for linear elasticity

Consider a 2D static elasticity problem which is governed by the following equilibrium equation in the domain $\Omega$ bounded by $\Gamma = \Gamma_T \cup \Gamma_U \cap \Gamma_1 = 0$

$$L_d \sigma + b = 0 \quad \text{in} \quad \Omega$$

where $\sigma$ is the stress tensor in the following vector form:

$$\sigma^T = \begin{bmatrix} \sigma_{xx} & \sigma_{xy} \\ \sigma_{yx} & \sigma_{yy} \end{bmatrix}$$

$b$ is the vector of the body force as follows:

$$b^T = \begin{bmatrix} b_x \\ b_y \end{bmatrix}$$

and $L_d$ is a matrix of differential operator defined as

$$L_d = \begin{bmatrix} \frac{\partial}{\partial x} & 0 \\ 0 & \frac{\partial}{\partial y} \\ \frac{\partial}{\partial y} & \frac{\partial}{\partial x} \end{bmatrix}$$

Essential and natural boundary conditions are given as follows:

$$u = \hat{u} \quad \text{on} \quad \Gamma_U$$

$$L_u \hat{\sigma} = \hat{b} \quad \text{on} \quad \Gamma_T$$

where $u = [u_x \ u_y]^T$ is the vector of displacement, $\hat{u}$ is the vector of the prescribed displacement on the essential boundary $\Gamma_U$, $\hat{b}$ is the vector of the prescribed traction on the natural boundary $\Gamma_T$ and $L_n$ is the matrix of unit outward normal defined as follows:

$$L_n = \begin{bmatrix} n_x & 0 \\ 0 & n_y \end{bmatrix}$$

The compatibility equation (strain–displacement relation) is given by

$$\epsilon = L_d u$$

where $\epsilon$ is the strain tensor in the following vector form

$$\epsilon^T = \begin{bmatrix} \epsilon_{xx} & \epsilon_{xy} \\ \epsilon_{yx} & \epsilon_{yy} \end{bmatrix}$$

The constitutive equation (stress–strain relation) is given by

$$\sigma = D \epsilon$$

where $D$ is a symmetric positive definite (SPD) matrix of material constants.

2.2. Formulae of FEM

In the FEM, the discrete equations are generated from the standard Galerkin weak form:

$$\int_{\Omega} (\hat{\sigma} \cdot \nabla \psi) \, d\Omega - \int_{\Gamma} (\hat{\sigma} \cdot \hat{t}) \, d\Gamma = 0$$

where $\psi \in H^1(\Omega)$ are trial functions with corresponding test function $\hat{\psi} \in H^1(\Omega)$, in which $H^1(\Omega)$ denotes the Sobolev space of functions with square integrable derivatives in $\Omega$ and $H^1_0(\Omega)$ is the subset of $H^1(\Omega)$ that satisfy essential boundary conditions in Eq. (5).

The FEM uses the following trial and test functions:

$$\tilde{u}(x, d) = \sum_{i \in \mathcal{N}} \Phi_i(x) d_i$$

$$\delta \tilde{u}(x, d) = \sum_{i \in \mathcal{N}} \Phi_i(x) \delta d_i$$

where $n_e$ is the number of nodes of the element containing $x$, $d_i = [u_{xi} \ u_{yi}]^T$ is the nodal displacement vector and

$$\Phi_i(x) = \begin{bmatrix} \varphi_i(x) & 0 \\ 0 & \varphi_i(x) \end{bmatrix}$$

is the matrix of shape functions which satisfy the following conditions:

$$\varphi_i(x_i) = \delta_{ij}$$

$$\sum_{i \in \mathcal{N}} \varphi_i(x) = 1$$

where $\delta_{ij}$ is the Kronecker delta. Substituting Eqs. (11) into Eq. (10) and invoking the arbitrariness of virtual nodal displacements, the standard discretized algebraic system equation can be obtained as

$$\tilde{K} \tilde{d} = \tilde{f}$$

where $\tilde{d}$ is the vector of nodal displacements containing all the unconstrained nodes, $\tilde{K}$ is the global stiffness matrix and $\tilde{f}$ is vector of nodal forces at the unconstrained nodes. The global stiffness matrix and the force vector are assembled using the entries defined as

$$\tilde{K}_{ij} = \int_{\Omega} \tilde{B}_i^T \tilde{B}_j \, d\Omega$$

$$\tilde{f}_i = \int_{\Gamma} \tilde{B}_i^T \tilde{f}_d \, d\Omega + \int_{\Gamma_T} \tilde{B}_i^T \tilde{\psi} \, d\Gamma$$

where $\tilde{B}$ is the strain matrix defined as

$$\tilde{B}_i(x) = L_d \Phi_i(x) = \begin{bmatrix} \frac{\partial \varphi_i(x)}{\partial x} & 0 \\ 0 & \frac{\partial \varphi_i(x)}{\partial y} \\ \frac{\partial \varphi_i(x)}{\partial y} & \frac{\partial \varphi_i(x)}{\partial x} \end{bmatrix}$$

2.3. Some properties of FEM

Property 1 (Lower bound property). For the elasticity problems with homogeneous essential boundary conditions, the strain energy obtained from the displacement-based fully compatible FEM model...
is a lower bound of the exact strain energy. We have provided a brief proof for this property in the previous work and similar discussions on this issue can also be found in the book by Zienkiewicz and Taylor [2].

**Property 2** (Monotonic property). Assume a sequence of meshes \( M_1, M_2, \ldots, M_m \), in which the nodes in \( M_{i-1} \) contain the nodes in \( M_i \) for \( i = 2, 3, \ldots, m \), we have the following inequalities:

\[
\bar{U}(\bar{x}_{M_1}) \leq \bar{U}(\bar{x}_{M_2}) \leq \cdots \leq \bar{U}(\bar{x}_{M_m}) \leq U_0(\bar{x}_0)
\]

where \( \bar{U}(\bar{x}_{M_i}) \) is the computed strain energy of FEM solution with the \( M_i \) mesh and \( U_0(\bar{x}_0) \) is the exact strain energy calculated using the exact strain solution \( \varepsilon_0 \). This property can be shown easily following the arguments given by Oliveira [11].

**Property 3** (Reproducibility property). If the exact solution is contained in the space of the FEM shape functions, solution of the compatible FEM model will be exact. Proof of this property can also be found in the paper by Oliveira [11].

### 3. Briefing on the LC-PIM

#### 3.1. Construction of PIM shape functions

The PIM obtains the approximation by forcing the interpolation function to be satisfied at each scattered node within the local support domain of the point of interest [12]. So far two types of PIM shape functions have been developed with different types of basis functions, i.e., polynomial basis functions [7] and radial basis functions [13]. In the simplest setting of LC-PIM, the polynomial PIM is employed and background cells of three-node triangles are used for the construction of shape functions. In our previous work, both linear and quadratic interpolation procedures are used. The LC-PIM using linear shape functions is very efficient and even more efficient than the conventional FEM using linear triangular elements [6]. In the present work, therefore, the simplest linear interpolation is employed, which means the LC-PIM uses exactly the same interpolation as in the linear FEM.

#### 3.2. Discretized system equations

In the LC-PIM, the generalized Galerkin weak form, which is derived from the Hellinger–Reissner’s two-field variational principle, has been proved to be a valid weak form for LC-PIM [8].

\[
\int_{\Omega} \delta \hat{\varepsilon}(\mathbf{u})^T D \hat{\varepsilon}(\mathbf{u}) \, d\Omega - \int_{\Omega} \delta \mathbf{u}^T \mathbf{b} \, d\Omega - \int_{\Gamma} \delta \mathbf{u}^T \mathbf{t} \, d\Gamma = 0
\]  

(18)

where \( \hat{\varepsilon}(\mathbf{u}) \) is the assumed strain which is the function of the assumed displacement \( \mathbf{u} \). Substituting the linear PIM approximation, which is as same as that in the linear FEM shown Eq. (11), into Eq. (18), a set of discretized system equations can be obtained in the following matrix form:

\[
\mathbf{K} \hat{\mathbf{u}} = \mathbf{f}
\]

(19)

In obtaining Eq. (19), a nodal integration scheme with strain smoothing operation is used to perform the numerical integration over the problem domain \( \Omega \).

#### 3.3. Nodal integration with strain smoothing

The node-based integration scheme proposed by Chen et al. [14] is used in the LC-PIM. In such a nodal integration scheme, the problem domain \( \Omega \) is divided into smoothing domains associated with nodes: \( \Omega = \Omega_1 \cup \Omega_2 \cup \cdots \cup \Omega_N \) and \( \Omega_i \cap \Omega_j = \emptyset (i \neq j) \), in which \( N \) is the number of total field nodes. Based on the background cells of triangles, smoothing domain \( \Omega_k \) for node \( k \) is formed by connecting sequentially the mid-edge-point to the centroids of the surrounding triangles of the node (shown in Fig. 1).

Using the nodal integration scheme, the entries of the stiffness matrix \( \mathbf{K} \) is represented as

\[
\hat{K}_{ij} = \sum_{k=1}^{N} \hat{K}_{ij}(k)
\]

(20)

where \( \hat{K}_{ij}(k) \) is the stiffness matrix of node \( k \) which is calculated by

\[
\hat{K}_{ij}(k) = \int_{\Omega_k} \hat{B}_i^T \hat{B}_j \, d\Omega = \hat{B}_i^T \hat{B}_j \hat{A}_k
\]

(21)

where \( \hat{B} \) is the smoothed strain matrix and \( \hat{A}_k \) is the area of the smoothing domain of node \( k \).

The entries of the force vector \( \hat{\mathbf{f}} \) in Eq. (19) is expressed as

\[
\hat{\mathbf{f}}_i = \sum_{k \in N_{\text{inf}}} \hat{\mathbf{f}}_{i(k)}
\]

(22)

where \( N_{\text{inf}} \) is the number of nodes in the influence domain of node \( k \) (including node \( k \)). As linear PIM shape functions are used, it is exactly the number of nodes that is directly connected to node \( k \). \( \hat{\mathbf{f}}_{i(k)} \) can be further calculated as

\[
\hat{\mathbf{f}}_{i(k)} = \int_{\Gamma_{i(k)}} \hat{\mathbf{P}}_i \hat{\mathbf{t}} \, d\Gamma + \int_{\Omega_{(k)}} \hat{\mathbf{P}}_i \hat{\mathbf{b}} \, d\Omega
\]

(23)

In the LC-PIM, the smoothed strain in Eq. (18) is obtained using the node-based strain smoothing operation as follows [14]:

\[
\hat{\varepsilon}_k = \int_{\Omega_k} \hat{\mathbf{w}}(\mathbf{x}) \, d\Omega
\]

(24)

where \( \hat{\mathbf{w}}_k \) is the smoothed strain for node \( k \), \( \hat{\mathbf{w}}_k = \int \hat{\mathbf{W}} \, d\Omega \) is a diagonal matrix of smoothing function \( \hat{\mathbf{W}} \). Using the following
constant smoothing function
\[
\tilde{W}(x - x_k) = \begin{cases} 
1/A_k & x \in \Omega_k \\
0 & x \notin \Omega_k 
\end{cases}
\]
and applying divergence theorem, we can obtain the smoothed strain which is constant over the smoothing domain \(\Omega_k\) as follows:
\[
\tilde{\varepsilon}_k = \frac{1}{A_k} \int_{\Omega_k} \varepsilon(x) d\Omega = \frac{1}{A_k} \int_{\Gamma_k} \varepsilon n \cdot d\Gamma = \tilde{\varepsilon}_k(u)
\]
where \(\Gamma_k\) is the boundary of the smoothing domain \(\Omega_k\). Substituting the PIM approximation function into Eq. (28), the smoothed strain can be expressed in the following matrix form:
\[
\tilde{\varepsilon}_k = \sum_{i=1}^{N_{\text{eff}}} \tilde{B}(x_k) \varepsilon_i
\]
where \(\tilde{B}(x_k)\) is the smoothed strain matrix expressed as
\[
\tilde{B}(x_k) = \begin{bmatrix} 
\tilde{b}_{ix}(x_k) & 0 \\
0 & \tilde{b}_{iy}(x_k)
\end{bmatrix}
\]
in which the elements of the smoothed strain matrix can be calculated numerically using Gauss integration along boundary \(\Gamma_k\) as follows:
\[
\tilde{b}_{ij} = \frac{1}{A_k} \sum_{m=1}^{N_k} \sum_{n=1}^{N_g} w_n \varphi_i(x_{mn}) n_j(x_m) \quad (i = x, y)
\]
where \(N_k\) is the number of segments of the boundary \(\Gamma_k\), \(N_g\) is the number of Gauss points used in each segment, \(w_n\) is the corresponding weight number of Gauss integration scheme, and \(n_j\) is the unit outward normal corresponding to each segment on the smoothing domain boundary. As linear PIM interpolation is employed, \(N_g = 1\) is used in the present work.

3.4. Properties of the LC-PIM

Instead of using the compatible strain that is obtained from the compatibility equation, LC-PIM uses smoothed strain (obtained from Eq. (27)) over smoothing cells of the field nodes. The strain smoothing operation can soften the structure and improves the accuracy of the method [8]. As constant smoothing function is used in the present work, the smoothed strains are constant within the smoothing cells. Then the LC-PIM solutions satisfy the equilibrium equations (free of body force) at any point in the entire problem domain, except on the interfaces of the smoothing cells. The displacement field of the LC-PIM is compatible in the global problem domain. For the elasticity problem with homogeneous essential boundary conditions, LC-PIM possesses the following intrinsic properties.

**Property 1 (the LC-PIM is variationally consistent).** Using the smoothed strain to replace the compatible strain, the LC-PIM has been proved satisfies the following orthogonal condition:
\[
\int_{\Omega} \varepsilon^T \nabla \cdot \varepsilon \ d\Omega = \int_{\Omega} \tilde{\varepsilon}^T D \tilde{\varepsilon} \ d\Omega
\]
which implies that LC-RPIM is variationally consistent [15]. Detailed examination of the above statement can be found in the previous work [8].

**Property 2 (the LC-PIM possesses the upper bound property).** For the elasticity problem with homogeneous essential boundary conditions, the LC-RPIM solution (in energy norm) is always no less than that of displacement-based fully compatible FEM and is no less than that of exact solution except a few trivial cases; for example, only one element is used to represent the entire problem domain.

This property has been proved theoretically and demonstrated using intensive numerical studies in the previous work. Therefore, we omit the proof here and refer the reader to the recent paper by Liu and Zhang [8].

4. Adaptive procedure

Error indicator and refinement strategy are two important issues for an adaptive procedure. In the present work, a residual-based error indicator and a simple \(h\)-type refinement scheme are employed to perform the adaptive analyses using LC-PIM and FEM.

4.1. Residual-based error indicator

In the present work, a residual-based error indicator is defined as follows for each background cell:
\[
\eta_i = \| \mathbf{T}_i^D \sigma^* \|_2
\]
where \(\eta_i\) is the residual error of background cell \(i\), which is calculated based on the elemental stresses \(\sigma^*\). With the background cells of three-node triangles, the elemental stress can be approximated as
\[
\sigma^* = \sum_{j=1}^3 \Phi_j \sigma_j
\]
where \(\Phi\) is vector of shape functions and \(\Phi\) represents the nodal stress vector. Then Eq. (31) can be further written as
\[
\eta_i = S_i \left[ \lambda \left( \frac{\partial \sigma^*_{xx}}{\partial x} + \frac{\partial \tau^*_{xy}}{\partial y} \right)^2 + \left( \frac{\partial \sigma^*_{yy}}{\partial y} + \frac{\partial \tau^*_{xy}}{\partial x} \right)^2 \right]
\]
\[
= S_i \left[ \sum_{j=1}^3 \left( \frac{\partial \sigma_j}{\partial x} \sigma^*_{xx} + \sum_{l=1}^3 \frac{\partial \sigma_j}{\partial y} \sigma^*_{xy} \right)^2 + \sum_{j=1}^3 \left( \frac{\partial \sigma_j}{\partial y} \sigma^*_{yy} + \sum_{l=1}^3 \frac{\partial \sigma_j}{\partial x} \sigma^*_{xy} \right)^2 \right]
\]
where \(S_i\) is the area of background cell \(i\).

Note that for the LC-PIM, the nodal stresses used in Eqs. (32) and (33) can be obtained directly based on the displacement results. For the linear FEM, we first use Zienkiewicz–Zhu recovery technique [2] to compute the nodal stresses and then substitute the results into Eq. (33).

The error indicator is used only to give an indication on where in the problem domain has large error, so that a refinement can be carried out there. The exact error is the solution of the problem to be determined by the LC-PIM (upper bound) and FEM (lower bound).

4.2. Local refinement criteria

Using Eq. (33), the residual error for each background cell can be calculated. The refinement on a cell is performed when the following local criteria is met.
\[
\eta_i \geq \eta_l
\]
where \(\eta_i\) is the residual error of cell \(i\) and \(\eta_l\) is the local critical value of residual error in a particular adaptive step which is defined as follows:
\[
\eta_l = k_l \eta_{\max}
\]
where $\kappa_3$ is a constant number which will be predefined before the adaptive procedure and $\eta_{\text{max}}$ is the maximum value of residual errors throughout all the background cells at this adaptive step.

### 4.3. Global stopping criteria

With the increase of DOFs in the model, the computed strain energies of LC-PIM and FEM will converge, respectively, from above and below, to the exact solution. Making use of this property, we use the following global criteria to decide when to terminate the adaptive analysis:

$$U_i^{\text{relative}} \leq \eta_g \quad (i \geq 2)$$  \hspace{1cm} (36)

where $\eta_g$ is a predefined threshold of strain energy error and $U_i^{\text{relative}}$ is the relative error of strain energy in the adaptive process of step $i$ which is defined as follows:

$$U_i^{\text{relative}} = \left| \frac{U_i - U_{i-1}}{U_{i-1}} \right| \times 100\%$$  \hspace{1cm} (37)

where $U_i$ and $U_{i-1}$ are values of computed strain energy at step $i$ and step $i - 1$ of the adaptive analysis, respectively.

By changing the value of $\eta_g$, we can control the adaptive analysis and obtain solutions with desired strain energy bounds: a bigger value of $\eta_g$ leads to fewer steps of adaptive analysis and looser bounds to exact strain energy; a smaller value of $\eta_g$ leads to more adaptive steps and tighter bounds to exact strain energy.
4.4. Adaptive scheme

In this work, a simple yet effective refinement scheme based on Delaunay triangular cells is employed. In each adaptive step, refinement will be performed by simply adding nodes in the cell which meets the local refinement criteria. Initially, triangular cells are created and the cells are classified into two groups: interior cells and edge cells. An interior cell is a cell that has no edge on the boundaries of the problem domain, and an edge cell is a cell which has at least one edge on the boundaries. As shown in Fig. 2, cell a and cell b are interior and edge cells, respectively. If an interior cell needs to be refined, one new node will be added at the centroid of this triangle; for an edge cell, two new nodes will be added at the centroid and the midpoint of the boundary edge, respectively (see Fig. 2). Finally, the formation of the new background mesh is created by using the Delaunay technique based on the new nodes configuration. This simple h-type refinement scheme can be easily implemented and possesses the following advantages: the triangular cells can be generated efficiently and automatically without manual operation for domains of arbitrary shapes and the information at the nodes of old mesh is preserved.

The flow chart of the adaptive procedure is illustrated in Fig. 3 which is used to guide the adaptive analyses for both LC-PIM and FEM.

5. Numerical examples

A number of numerical examples are studied in this section. Materials of the problems are linear elastic and units used are based on international standard unit system unless specially mentioned.

5.1. Infinite solid with a circular hole

A benchmark problem is studied first, which is an infinite two-dimensional solid with a central circular hole of radius \( r_0 \) subjected to uniform tensile \( T_x \). Owing to the two-fold symmetry, only the upper right quadrant of the problem modeled and investigated (with the dimensions of \( b \) in \( x \) and \( y \) directions as shown in Fig. 4). Symmetry conditions are imposed on the left and the bottom edges. The analytical solution of stress components [16] is

\[
\sigma_{xx} = T_x \left[ 1 - \frac{a^2}{r^2} \left( \frac{3}{2} \cos(2\theta) + \cos(4\theta) \right) + \frac{3a^4}{2r^4} \cos(4\theta) \right] \\
\sigma_{yy} = -T_x \left[ \frac{a^2}{r^2} \left( \frac{1}{2} \cos(2\theta) - \cos(4\theta) \right) + \frac{3a^4}{2r^4} \cos(4\theta) \right] \\
\sigma_{xy} = -T_x \left[ \frac{a^2}{r^2} \left( \frac{1}{2} \sin(2\theta) + \sin(4\theta) \right) - \frac{3a^4}{2r^4} \sin(4\theta) \right]
\]

where \((r, \theta)\) are the polar coordinates and \( \theta \) is measured counterclockwise from the positive \( x \)-axis. The inner boundary of the hole is traction free and the right and the upper edges are imposed with the tractions based on the analytical solutions in the above equations. The displacement components corresponding to the stresses are expressed as

\[
u_r = \frac{T_x}{4\mu} \left[ r \left( \frac{\kappa - 1}{2} + \cos(2\theta) \right) + \frac{a^2}{r} \left( 1 + (1 + \kappa) \cos(2\theta) \right) - \frac{a^4}{r^3} \cos(2\theta) \right]
\]

\[
u_\theta = \frac{T_x}{4\mu} \left[ (1 - \kappa) \frac{a^2}{r} - r - \frac{a^4}{r^3} \sin(2\theta) \right]
\]

where

\[
\mu = \frac{E}{2(1 + \nu)}
\]

\[
\kappa = \frac{3 - 4\nu}{3 - \nu} \quad \text{plane strain}
\]

\[
\kappa = \frac{3 - 4\nu}{1 + \nu} \quad \text{plane stress}
\]

Plane stress is considered and the parameters are taken as \( E = 3.0 \times 10^7 \), \( \nu = 0.3 \), \( a = 1 \), \( b = 5 \) and \( T_x = 10 \).

For this problem, a reference value of the exact strain energy is calculated using the stress components provided in Eqs. (38)–(40), which is 0.432533 \times 10^{-4}. To perform the adaptive analysis, the controlling parameters \( k_1 = 0.08 \) and \( n_g = 0.5\% \) are used for the local and global criteria, respectively. Starting with the initial mesh of 63 uniformly distributed nodes, five and six adaptive steps are
implemented, respectively, for LC-PIM and FEM to meet the global criteria. For comparison, six models of uniformly distributed nodes are also computed using FEM and LC-PIM. The results obtained for the strain energy bounds are summarized in Table 1, and plotted in Fig. 5.

It can be clearly found that the strain energy of the FEM model is always smaller than the reference one and converge to it with the increase of DOFs. On the contrary, the strain energy of the LC-PIM model is always larger than the reference one and will converge to it with the increase of DOFs. These results demonstrate that FEM and LC-PIM provide lower and upper bounds of the exact strain energy, respectively. Compared with the results of uniform models, the strain energy values of the adaptive models converge much faster to the reference one and a much tighter bound to the exact strain energy is obtained at the final adaptive analysis step. It means that we can effectively obtain a narrow bound of the exact strain energy of elasticity problem by using FEM together with LC-PIM with adaptive analyses.

Based on the analytical solution provided in Eqs. (35)–(39), errors in displacement and energy norm are calculated according to the following definitions.

\[ e_d = \sqrt{\frac{\sum_{i=1}^{n} (u_{\text{exact}} - u_{\text{numerical}})^2}{\sum_{i=1}^{n} (u_{\text{exact}})^2}} \]  

\[ e_e = \frac{1}{A} \sqrt{\frac{1}{2} \int_{\Omega} (\varepsilon_{\text{exact}} - \varepsilon_{\text{numerical}})^T \mathbf{D} (\varepsilon_{\text{exact}} - \varepsilon_{\text{numerical}}) \, d\Omega} \]

5.2. L-shaped plate

An L-shaped plate subjected to uniform tensile force in the horizontal direction is studied (shown in Fig. 8). The plate is constrained in x and y direction along the right and upper edges, respectively. Plane stress problem is considered with the parameters \( E = 3.0 \times 10^7 \), \( \nu = 0.3 \), \( a = 5 \) and \( p = 10 \).

For the adaptive analyses using LC-PIM and FEM, controlling parameters \( k_1 = 0.08 \) and \( h_0 = 0.3\% \) are used and six adaptive steps are performed for both these two methods. Four uniform refinement models are also studied and the computed strain energy bounds are listed in Table 2, and plotted in Fig. 9, together with the results obtained using the adaptive models. As the exact strain energy for this problem is not available, a reference value of \( 0.518963 \times 10^{-3} \) is obtained by using FEM with very fine mesh (total 13 654 nodes). The results show that LC-PIM and FEM provide upper and lower bound solutions to the exact strain energy, respectively. Performing the adaptive technique, the computed strain energy values converge much faster and a much tighter bound to the strain energy can be obtained compared with the results of uniform refinement models. The nodes distributions at each adaptive step for the LC-PIM are plotted in Fig. 10. It can be found that the occurrence of refinement properly concentrates around the origin, where situation of singularity exists.
5.3. Short cantilever solid

A short cantilever solid problem is studied, which is a square solid fixed on the left edge and subjected to uniform pressure on the upper edge (shown in Fig. 11). Considered as plane strain problem, a reference value (0.951848) of the exact strain energy for this problem is provided in the works of Steeb et al. [17] with the parameters of $E = 1.0$, $v = 0.3$ and $P = 1.0$.

Adaptive analyses are implemented with the controlling parameters $k_1 = 0.08$ and $k_2 = 0.5\%$ and four and six adaptive steps are performed for LC-PIM and FEM, respectively. Four uniform refinement models are also computed. The calculated values of strain energy are listed in Table 3, and plotted in Fig. 12. The results show that LC-PIM and FEM provide upper and lower bounds to the exact strain energy, respectively. By using the present adaptive procedure, the calculated strain energy converges much faster and a much tighter bound to the exact strain energy can be obtained efficiently.

5.4. Mode-I crack problem

A square plate containing a crack and subjected to boundary conditions prescribed by the near crack tip field solution is studied,
which is shown in Fig. 13. The plate has a side of $2a$ and the length of the crack is $a$. This is so-called Griffith mode-I crack problem with the following analytical solutions [18]:

$$\sigma_{xx} = \frac{K_I}{\sqrt{2\pi r}} \cos \frac{\theta}{2} \left(1 - \sin \frac{\theta}{2} \sin \frac{3\theta}{2}\right)$$  \hspace{1cm} (46)

$$\sigma_{yy} = \frac{K_I}{\sqrt{2\pi r}} \cos \frac{\theta}{2} \left(1 + \sin \frac{\theta}{2} \sin \frac{3\theta}{2}\right)$$  \hspace{1cm} (47)

$$\sigma_{xy} = \frac{K_I}{\sqrt{2\pi r}} \sin \frac{\theta}{2} \cos \frac{\theta}{2} \cos \frac{3\theta}{2}$$  \hspace{1cm} (48)

Fig. 9. Strain energy bound for the problem of L-shaped plate: the upper and bound solutions are obtained using LC-PIM and FEM, respectively.

Fig. 10. Nodes distributions of adaptive analysis using LC-PIM for the problem of L-shaped plate.

\begin{table}[h]
\centering
\caption{Strain energy bounds for the short cantilever solid.}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textbf{Mesh} & 1 & 2 & 3 & 4 & 5 & 6 \\
\hline
\text{LC-PIM (uniform)} & DOF & 82 & 290 & 1090 & 2402 & -- & -- \ 
& $U_i$ & 1.002011 & 0.981604 & 0.959149 & 0.955899 & -- & -- \ 
\hline
\text{FEM (uniform)} & DOF & 82 & 290 & 1090 & 2402 & -- & -- \ 
& $U_i$ & 0.874266 & 0.921759 & 0.940585 & 0.945535 & -- & -- \ 
\hline
\text{LC-PIM (adaptive)} & DOF & 82 & 232 & 372 & 792 & -- & -- \ 
& $U_i$ & 1.002011 & 0.982259 & 0.962103 & 0.958651 & -- & -- \ 
\hline
\text{FEM (adaptive)} & DOF & 82 & 224 & 432 & 738 & 1062 & 2098 \ 
& $U_i$ & 0.874266 & 0.914675 & 0.934042 & 0.940479 & 0.945640 & 0.948167 \ 
\hline
\end{tabular}
\end{table}
where $K_I$ is the stress intensity factor which is assumed to be $K_I = \sqrt{\frac{2}{\pi}}$ in this case. Owning to the symmetry about $x$-axis, the upper half of the plate is modeled for study (see Fig. 13). To extend the analytical solution to the whole domain, the exact traction calculated based on Eqs. (46)–(48) are applied on the upper, the right and the left edges of the model. The symmetric conditions are applied on the bottom edge as shown in Fig. 13. The problem is studied as plain strain with the parameters of $E = 3.0 \times 10^7$, $v = 0.3$ and $a = 1$.

To perform the adaptive analyses using LC-PIM and FEM, the controlling parameters $k_1 = 0.08$ and $\eta_g = 0.5\%$ are used and five and six adaptive steps are implemented for LC-PIM and FEM, respectively. The strain energy bound obtained using both the adaptive models and four uniform refinement models are summarized in Table 4, and plotted in Fig. 14. A reference value of the exact strain energy is obtained based on the analytical solutions provided in Eqs. (46)–(48), which is $0.495039 \times 10^{-7}$ for the present problem. It can be found that by using LC-PIM together with FEM with adaptive analysis procedure, a much tighter bound to the exact energy can be obtained efficiently. Fig. 15 shows the convergence study in terms of displacement and energy errors. The picture indicates that much higher convergence rates can be achieved for both LC-PIM and FEM by using the adaptive models, which also demonstrates the effectiveness of the present adaptive procedure.

#### Table 4

<table>
<thead>
<tr>
<th>Mesh</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC-PIM (uniform)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DOF</td>
<td>90</td>
<td>306</td>
<td>1122</td>
<td>2652</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$U_i \times 10^{-7}$</td>
<td>0.540634</td>
<td>0.523385</td>
<td>0.511233</td>
<td>0.506144</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEM (uniform)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DOF</td>
<td>90</td>
<td>306</td>
<td>1122</td>
<td>2652</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$U_i \times 10^{-7}$</td>
<td>0.428673</td>
<td>0.456935</td>
<td>0.475029</td>
<td>0.482339</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LC-PIM (adaptive)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DOF</td>
<td>90</td>
<td>246</td>
<td>372</td>
<td>502</td>
<td>868</td>
<td></td>
</tr>
<tr>
<td>$U_i \times 10^{-7}$</td>
<td>0.540634</td>
<td>0.520274</td>
<td>0.510904</td>
<td>0.500426</td>
<td>0.498550</td>
<td></td>
</tr>
<tr>
<td>FEM (adaptive)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DOF</td>
<td>90</td>
<td>186</td>
<td>414</td>
<td>710</td>
<td>1102</td>
<td>1468</td>
</tr>
<tr>
<td>$U_i \times 10^{-7}$</td>
<td>0.428673</td>
<td>0.454863</td>
<td>0.478507</td>
<td>0.484937</td>
<td>0.490058</td>
<td>0.492295</td>
</tr>
</tbody>
</table>

Fig. 12. Strain energy bound for the problem of short cantilever solid: the upper and bound solutions are obtained using LC-PIM and FEM, respectively.

Fig. 13. Mode-I crack problem and its half model.

Fig. 14. Strain energy bound for the Mode-I crack problem: the upper and bound solutions are obtained using LC-PIM and FEM, respectively.
6. Conclusion

In this work, an efficient adaptive analysis procedure has been developed to obtain certified solution with both upper and lower bounds to the exact strain energy for elasticity problems. Some conclusions can be drawn as follows:

- The proposed adaptive analysis procedure is very simple and can be easily implemented.
- The residual-based error indicator used in the present work can accurately catch the appearance of the steep gradient of stress, and it is sufficiently good enough for identifying areas to be refined.
- The adaptive analysis procedure is performed based on three-node triangular elements which can always be generated efficiently and automatically without manual operation.
- The simple \( h \)-type refinement scheme is performed by adding new nodes in the old mesh and the information of the old nodes can be preserved.
- Compared with the results of uniform models, solutions of the adaptive models converge much faster and tighter bounds to the exact strain energy can be obtained efficiently.
- The proposed procedure is very robust and applicable to generable elasticity problems even for problems with singularity.

We finally claim that using the present procedure, the certified bound of the exact strain energy for the elasticity problems can always be obtained efficiently at any stage in the adaptive process whenever required.
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