Abstract: Simulation of DNA electrophoresis facilitates the design of DNA separation devices. Various methods have been explored for simulating DNA electrophoresis and other processes using implicit and explicit solvent models. Explicit solvent models are highly desired but their applications may be limited by high computing cost in simulating large number of solvent particles. In this work, a coarse-grained hybrid molecular dynamics (CGH-MD) approach was introduced for simulating DNA electrophoresis in explicit solvent of large number of solvent particles. CGH-MD was tested in the simulation of a polymer solution and computation of nonuniform charge distribution in a cylindrical nanotube, which shows good agreement with observations and those of more rigorous computational methods at a significantly lower computing cost than other explicit-solvent methods. CGH-MD was further applied to the simulation of DNA electrophoresis in a polymer solution and in a well-studied nanofluidic device. Simulation results are consistent with observations and reported simulation results, suggesting that CGH-MD is potentially useful for studying electrophoresis of macromolecules and assemblies in nanofluidic, microfluidic, and microstructure array systems that involve extremely large number of solvent particles, nonuniformly distributed electrostatic interactions, bound and sequestered water molecules.

Introduction

Electrophoresis has been widely used for separating polyelectrolytes such as DNA and proteins.¹⁻⁴ Significant progress has been made in developing simulation models of DNA and protein electrophoresis in nanofluidic devices and other systems primarily using implicit solvent methods. For example, the bond-fluctuation Monte-Carlo method has been used for simulating the motion of long polyelectrolytes inside an array of microscopic traps.⁵ The mobility of DNA and its length-dependent time scale of movement have been studied by Brownian dynamics (BD) simulations.⁶,⁷ These simulation studies have yielded good agreement with observations.⁸⁻¹¹ However, some of the explicit solvent effects such as nonuniformly distributed electrostatic interactions, hydrophobic effects, and bound and sequestered water molecules¹²,¹³ cannot be fully considered without using explicit solvent methods. As these effects play important roles in electrophoresis and other processes, it is highly desired to explore explicit solvent methods in practical applications.
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On the basis of the significant progresses in using implicit solvent models for studying DNA electrophoresis and other processes, efforts have recently been directed at the simulation of these and other systems of large number of solvent particles with explicit solvent. In particular, coarse-grained molecular dynamics (CG-MD) with explicit hydrodynamics has been used for studying the friction and the collision of polymers and the tethered polymers in shear flow, and the dissipative particle dynamics (DPD) method has been used for studying the mobility of DNA electrophoresis in a well-studied nano-fluidic device in explicit solvent.

Nonetheless, the computing cost of these explicit solvent methods tends to become prohibitively high for systems of very large number of solvent particles, primarily because of the need in computing pair-wise interactions among solvent particles by these methods. Therefore, it is desirable to explore other approaches capable of significantly reducing the cost for computing solvent–solvent interactions while maintaining sufficient level of simulation accuracy. One possible approach is the hybrid MD method that models intra-polymer and polymer-solvent interactions by MD and solvent–solvent interactions by simplified algorithms, which has been used in three forms. One combines MD with BD for simulating the particle Brownian motion. The second combines MD with lattice Boltzmann for studying electrokinetic properties of highly charged colloids, and the third combines MD with mesoscale treatment of solvent–solvent interactions for studying solvent effect on polymer dynamics. By combining the advantages of the coarse-grained treatment in CG-MD and DPD with the efficient modeling of solvent–solvent interactions of the hybrid MD approach, we introduced and tested a new coarse-grained hybrid MD (CGH-MD) approach as a potentially useful method for complementing the more rigorous methods to simulate systems of larger number of solvent particles without substantially losing simulation accuracy.

In our method, both the polymer and the solvent are explicitly modeled at coarse-grained level in a similar way as CG-MD and DPD. The bonding and excluded volume interactions between polymer beads are modeled by the finitely extensible nonlinear elastic potential (FENE) and Lennard-Jones potential, the excluded volume interaction between polymer bead and solvent are described by the Lennard-Jones potential, and the solvent–solvent interaction is represented by a frictional force and random force that obey the fluctuation-dissipation theorem. In this work, we tested whether the CGH-MD is capable of simulating a system of large number of particles in explicit solvent at substantially lower computing cost and at accuracy levels comparable to those of coarse-grained MD. Our method was first tested on the simulation of a standard linear polymer solution widely used in evaluating the performance of different computational methods. It was then tested on the computation of nonuniform distribution of ions in a cylindrical nanotube by comparing our result with that of CG-MD. Our method was further evaluated by using it to simulate the process of DNA electrophoresis in a polymer solution and in a well-studied nanofluidic device to compare its performance with observations and other simulation studies and to evaluate its computing cost with respect to those of other methods.

### Method

We consider a standard bead-spring model of a polymer chain with $N$ beads and assume that the polymer is placed in a solution with $M$ mesoscopic solvent particles. Each polymer bead or solvent particle is considered as a sphere of radius $r_p$ or $r_s$ (typically van der Waals radii), respectively. Unless specific charge is explicitly added, each solvent particle is assumed to be neutral. This chain consists of $N$ beads of mass $m_b$ and the neighboring beads are connected by an anharmonic spring represented by the FENE:

$$U_{\text{bond}}(r) = \begin{cases} -0.5kR_0^2 \ln \left[1 - \left(\frac{r}{R_0}\right)^2\right], & r \leq R_0 \\ r > R_0 \end{cases}$$

where $R_0 = 1.5\sigma$ is an upper bound of the bead–bead bond distance, $\sigma = 30,000\sigma/\sigma^2$ is a spring constant, and $\varepsilon$ is the length and energy scale, and $r$ is the distance between two connecting beads. The above parameters were appropriately chosen to model a self-avoiding chain. The excluded volume interactions for all bead–bead and bead-solvent interaction pairs in the system are given by the repulsive part of the Lennard-Jones (LJ) potential as follows:

$$U_{\text{LJ}}(r) = \begin{cases} 4\varepsilon\left[\left(\frac{r}{\sigma}\right)^{12} - \left(\frac{r}{\sigma}\right)^{6}\right], & r \leq r_c \\ 0, & r > r_c \end{cases}$$

where $r_c = 2^{1/6} r_p$, $r_0 = r_p$ for bead–bead interaction, $r_0 = (r_c + r_p)/2$ for bead-solvent interaction, $r_0$, $r_p$ are the van der Waals radii of polymer bead and solvent particle, respectively. Usually we set $r_c = \sigma$ and we can adjust the $r_p$ to consider the size of the polymer bead.

The motion of the beads follows the Newton equation:

$$m_b \frac{d^2 \mathbf{r}_i}{dt^2} = -\nabla_i U_{b-b} + \mathbf{f}_b(i = 1, 2, \ldots, N)$$

The potential $U_b = U_{\text{bond}} + U_{b-b} + U_{b-s}$ is the sum of the bond stretching potential $U_{\text{bond}}$, the excluded volume potential for the beads $U_{b-b}$, and an explicit term for the interaction between the beads and the solvent molecules $U_{b-s}$. The external force $\mathbf{f}_b$ arises from an external electric field acting on charged polymer beads and its dimensionless form is given by $\mathbf{f}_b = qE\sigma/k_B T$ and $E$ is the electric field in the $x$-direction.

The motion of the $i$-th solvent particle is determined by the following equation:

$$m_s \frac{d^2 \mathbf{r}_i}{dt^2} = -\nabla_i U_{b-s} - \zeta_s \left(\frac{d\mathbf{r}_i}{dt} - < \mathbf{v} >\right) + \mathbf{f}_s(t)$$

$m_s$ is the mass of a solvent particle, $U_{b-s}$ is the interaction between the beads and the solvent particles, and $-\zeta_s \left(\frac{d\mathbf{r}_i}{dt} - < \mathbf{v} >\right)$ is the frictional force between the solvent particle and its surrounding bulk solvent with an average velocity of $< \mathbf{v} >$. In our work, the solvent particles as well as the polymer beads are treated at coarse-grained level. Therefore one can assume that there are a large number of water molecules in the...
surrounding bulk to approximately estimate \( \langle \mathbf{v} \rangle \). By using
\[
\langle \mathbf{v} \rangle = \frac{\mu}{(6\pi M t)^{1/3}} \left( \sum_i \mathbf{v}_i \right)
\]
and central limit theorem, \( \langle \mathbf{v} \rangle = \sqrt{\frac{4k_B T}{3M \mathbf{v}_0}} \) in which \( \mathbf{v}_0 \) is a unit vector of random rotation in the range of 360° or 180° away from or to the inner plane surface of the solvent container.\(^{19,20,31}\) As \( \langle \mathbf{v} \rangle \) is approximately given as a time-independent quantity, the friction coefficient \( \zeta_0 \) can also be estimated by as a constant \( \zeta_0 = m_b \sigma^{-1} \cdot 1.14,32,36 \) \( \mathbf{f}(t) \) is the random force exerted by the surrounding solvent upon the \( i \)-th solvent particle, which is given in terms of the Gaussian white noise and obeys the fluctuation-dissipation theorem:

\[
\langle \mathbf{f}_i(t) \rangle = 0, \quad \langle \mathbf{f}_i(t) \mathbf{f}_j(t') \rangle = 6k_B T \zeta_0 \delta_{ij} \delta(t - t').
\]

The neighbor-list method\(^{37–39}\) and leap-frog method\(^{14,15,40,41}\) were chosen as:

\[
\zeta_0 = \frac{m_b \sigma^{-1}}{1.14,32,36}
\]

The temperature \( T \) can be automatically controlled, the solvent friction is also included, and they can be considered as the extension of Langevin dynamics equation for the beads such that the energy, momentum as well as mass are conserved.\(^{5,14,15,36}\)

The particles (polymer beads and the solvent particles) in our method are coarse-grained. The mass of the polymer bead \( m_b \) is set as unit mass. We chose the dimensionless LJ unit throughout the article where the distances, energies, mass, and temperature are measured in unit of \( \sigma, \varepsilon, \tau = \zeta_0 \sigma^2 / 6m_b \), and \( \varepsilon / k_B \), respectively. The neighbor-list method\(^{37–39}\) and leap-frog method\(^{14,15,40,41}\) were used in conducting CG-MD simulation so as to achieve computational efficiency. The integration time step \( \delta t \) was set at 0.002–0.005 in unit of \( \tau \) suggested in the literature.\(^{17,18,42}\)

For the DNA chain, there is no heterogeneity in the DNA polymer and it is justified, because the distribution of G-C and A-T over every 150 base pairs is going to be the same; therefore the chemical composition of each segment along this coarse-grained DNA, on average, is the same. Based on the above condition, the exact values of the nondimensional unit quantities are chosen as: \( \sigma = 50 \) nm, \( m_b = 0.85 \times 10^{-19} \) kg, \( \varepsilon = k_B T = 4.11 \times 10^{-21} \) J, and \( \tau = 2.76 \times 10^{-7} \) s. The average of physical quantities was computed from several separate simulation runs, each is of \( 10^6-10^7 \) time steps and is preceded by a common preliminary run of \( 10^4 \) time steps to eliminate possible dependence on the initial conformation. Average values from multiple runs were used for computing physical quantities to enhance statistical significance of simulation results. These algorithms and parameters were used for achieving sufficient computational accuracies in the simulation of systems of very large number of solvent particles, such as a self-avoiding polymer chain in solvents, DNA electrophoresis in a polymer solution and in a well-studied nanofluidic device.\(^{5,6}\)

### Results and Discussion

#### Test of the Computational Accuracy and Efficiency of CGH-MD

CGH-MD was first tested by using it to conduct a 3D simulation of a standard bead-spring linear polymer solution in a cubic box, which has been widely used for evaluating the performance of different computational methods.\(^{19,33}\) This box contains a polymer of \( N \) beads (\( N = 50, 100 \)) and \( M \) solvent particles (\( M \approx 10^3 \sim 10^4 \)). By varying \( r_c \) of the Lennard-Jones potential in eq.(2) for the interaction between the polymer bead and the solvent \( U_{h_{\text{sol}}} \), one can study the polymer collapse and extension phenomena at different solvent conditions.\(^{19}\) In this work, \( r_c \) was chosen as two separate values at \( r_c = 2.16 \sigma \) (repulsive) and \( 3 \sigma \) (attractive),\(^{43,44}\) which gives \( R_g \sim N^\alpha \) (\( R_g \) is the radius of gyration) with an exponent of \( \alpha \approx 0.338 \) and 0.595 respectively. These computed values are 2.4% and 1.2% higher than the theoretical values of \( \alpha = 1/3 \) and 0.588 respectively. For comparison, the computed values from a more rigorous simulation method are 2.0% higher and 1.4% lower than the theoretical values, respectively.\(^{19}\) Therefore, the accuracy level of our method appears to be quantitative close to that of more rigorous methods. In general, our simulation results are in good agreement with observations\(^{45–49}\) and the reported values from other more rigorous theoretical methods.\(^{19,33,50}\) Moreover, we also computed the diffusion coefficient of the solvents by using

\[
D_s = \frac{1}{2} \frac{N}{M} \frac{1}{(2\pi k_B T)^{1/2}} \int \langle \sum_{i=1}^{N} \mathbf{v}_i(t) \cdot \mathbf{v}_i(0) \rangle dt.\]

The computed value of the diffusion coefficient is 0.061 ± 0.001, which is also in agreement with the reported computational results.\(^{17,51–53}\) Therefore, CGH-MD appears to be capable of correctly predicting the physical properties of the polymer solution.

| Table 1. Comparison of the Computational Efficiency for Simulating Polymer Solutions by Using CG-MD, CGH-MD, and BD Methods |
|------------------|------------------|------------------|
| Cases            | CG-MD            | CGH-MD           | BD               |
| \( M = 7681, N = 30^4 \) | 1                | –                | 53               |
| \( M = 2.78 \times 10^7, N = 100^4 \) | 1          | 10.58            | 109.57           |
| \( M = 2.78 \times 10^7, N = 50^4 \) | 1          | 11.90            | 659.63           |
| \( M = 2.22 \times 10^7, N = 100^4 \) | 1          | 25.456           | 7499.92          |

\( M \) is the number of the solvent particles and \( N \) is the number of the polymer beads.

\*Calculated on a single CPU 1x26-AMD64 machine.

The time-dependent computing pair-wise interactions among all solvent particles at the solvent friction is also included, and they can be considered as the extension of Langevin dynamics equation for the beads such that the energy, momentum as well as mass are conserved.\(^{5,14,15,36}\)
1% of the time steps (~10^4 times). In spite of the use of neighbor-list or/and the link-cell methods, the list or cell memberships needs to be regularly updated after every one hundred or so time steps, which necessitates the computation of \( M^2/2 \) pair-wise interactions among all the solvent particles for a total of \((10^6–10^7)/100 \) times (total number of time steps divided by 100). In contrast, there is no need to compute pair-wise solvent–solvent interaction in CGH-MD, as solvent–solvent interactions are approximately represented by effective frictional and random forces, thereby significantly reducing the computing cost of CGH-MD without substantially reducing the computing accuracy.

Based on the actual computing costs of simulating polymer solutions and the knowledge, the computing costs of CGH-MD and CG-MD are proportional to \( M \) and \( M^2 \), respectively, and CGH-MD appears to be capable of simulating systems of up to \( 10^7–10^8 \) water particles at speeds up to 10,000 times faster than CG-MD depending on the size of the system or the number of solvent particles. The computing cost of DPD (dissipative particle dynamics) is closer to that of coarse-grain MD than to CGH-MD, as it needs to compute pair-wise interactions among all of the coarse-grain solvent particles. To further estimate the comparative computing cost of CGH-MD against DPD, we used CGH-MD method to simulate the same system studied by DPD (simulation of DNA electrophoresis in a well-studied nanofluidic device)\(^{22}\). By comparing with the computing cost of DPD (obtained via personal communication with the author of the DPD work\(^{22}\) who developed the code and conducted relevant computational studies), we found that CGH-MD completed the same computing task 10–100 times faster than DPD.

**Application to DNA Electrophoresis in Polymer Solution Under a Steady Electric Field**

CGH-MD was applied to the 3D simulation of DNA electrophoresis in a solution of cubic box \( (L^3 = 64^3 \sigma^3, L \) is the width of the box). The box contains a DNA chain of length \( N = 50 \) (in unit of length scale \( \sigma \)) and \( 2.23 \times 10^5 \) coarse-grained solvent particles under an external electric field with \( f_{ex} = 2,4,8 \). Figure 3 presents the snapshots of the chain conformations with \( f_{ex} = 4 \). For viewing clarity, only 1% of the solvent particles are explicitly shown in the figure. As shown in Figure 3a–3f, the DNA chain was found to adopt multiple conformations including the experimentally observed U-shape or V-shape conformation.\(^{3,57}\) U-shape or V-shape conformation has also been found in other simulation studies.\(^{14,15}\) Figure 4 shows the time development variation of the \( x \) component of the DNA end-to-end distance \( X_{end} \) and the maximum bead–bead distance within the DNA chain in the \( x \) direction \( X_{max} \), respectively. A chain with a U-shape conformation has small \( X_{end}/N \) in comparison with \( X_{max}/N \). But for the stretched chain, \( X_{end}/N \) has the similar value with

**Ion Distribution Pattern**

To test the capability of CGH-MD in computing nonuniform distribution of solvent ions, we also computed the ion distribution inside a cylindrical nanotube and compared our result with that of MD.\(^{33,36}\). The radius and the length of the nanotube were chosen as 10 and 100\( \sigma \), respectively, which were filled with \( 2.67 \times 10^4 \) solvent particles with 1% and 1% of which assigned +1 charge and −1 charge, respectively. The electrostatic interaction between charged pairs was modeled by a truncated Coulomb interaction potential used in earlier MD simulations.\(^{33,39}\) Figure 2 shows our computed positive and negative ion distribution as a function of the distance to the walls of the nanotube in the equilibrium state. The distribution pattern is very similar to that of MD.\(^{33,36}\) There are significant amount of positive charges concentrated near the walls and higher level of negative charges distributed near the layer of positive charges. When the distance from the wall is larger than the 1.5\( \sigma_0 \), the net charge is near zero. This suggests that CGH-MD is capable of computing non-uniform ion distributions at accuracy levels comparable to the more rigorous MD.\(^{33,36}\)
Figure 3. Snapshots of the chain conformations at the external force $f_{ex} = 4$ with $N = 50$. (a) $t = 10,000$, $X_c = 30.51$, (b) $t = 50,000$, $X_c = 55.70$, (c) $t = 70,000$, $X_c = 67.33$, (d) $t = 75,000$, $X_c = 70.29$, (e) $t = 100,000$, $X_c = 85.82$, and (f) $t = 130,000$, $X_c = 104.10$. $X_c$ is $x$-position of the center-of-mass of the chain during the movement under the electric field.
max/N. It fluctuates between the elongated and compact states with no periodicity. These results are also in good agreement with other simulation results.14,15

Figure 5 shows the movement of the center of the mass of DNA molecule as a function of time for $N = 50$ at different external field with $f_{ex} = 2$ (solid line), 4 (dashed line), and 8 (dot line). The DNA chain was found to migrate along $x$-direction under the electric field. The higher the electric field, the faster the DNA chain migrates. The mobility $\mu$ ($\mu = v/E$, $v$ is the velocity) as a function of chain length is given in Figure 6. As the chain length increases, the mobility decreases, but when the chain length is very large, the mobility is almost independent of the chain length. The independence of the chain length is also observed in experiment when using gel or polymer solutions and other models to study DNA electrophoresis.1,2

CGH-MD was further tested in the simulation of DNA electrophoresis in a well-studied nanofluidic device in 3D.8–10,58,59 This device is schematically shown in Figure 7. The lengths of one repeating unit of the channel along the $x$-direction and the $y$-direction are $L_x = 100\, \sigma$ and $L_y = 50\, \sigma$ ($\sigma$ is comparable to the persistence length of the DNA chain, 50 nm, or about 150 bp), respectively. The lengths of the deep and shallow regions of the channel, $t_d$ and $t_s$, are $30\, \sigma$ and $3\, \sigma$, respectively. The periodic boundary conditions were used along the $x$ and $y$ directions to mimic the effects of neighboring units. There are about $7 \times 10^4$ solvent particles in each unit. This work focused on the simulation of long DNA chain of length $N = 100$ (corresponding to 15 kbp). For comparison, the simulation results for DNA chain of $N = 50$ were also provided. The electric field is fixed at $E_{av}/E_0 = 5.5$ ($E_0 = k_B T/|q|\sigma$), which corresponds to the experimental value of $E \sim 95\, \text{V/cm}$.5

Figure 4. Polymer end-to-end distance $X_{end}$ and the maximum length of a polymer chain along $x$-axis $X_{max}$ as a function of time. The polymer is composed of $N = 50$ beads under an external force $f_{ex} = 4$.

Figure 5. Center-of-mass $X_c$ of a polymer for $N = 50$ beads at different external forces as a function of time. The external force is 2 (solid line), 4 (dashed line), and 8 (dot line).

Figure 6. Relative mobility $\mu/\mu_0$ as a function of chain length $N$ at different external fields $f_{ex} = 2$ (square), 4 (sphere), 8 (triangle).

Application to DNA Electrophoresis in a Well-Studied Nanofluidic Device

Figure 7. Schematic representation of the nanofluidic device. Only one repeated unit is shown. The lengths of the nanochannel, $L_x$, $L_y$, represent the repeated unit along the $x$- and $y$-direction, respectively. $t_d$ and $t_s$ are the lengths of the deep and shallow regions, respectively.
Figure 8 shows the snapshots of the simulated DNA conformation at different locations of the nanofluidic device. For viewing clarity, only 10% of the solvent particles in the region of $20\sigma < y < 50\sigma$ are explicitly shown. As the DNA moves from the shallow region to the deep one, it adopts increasingly more extended random coil conformation with a higher entropy, which can be seen from Figure 8a–c. At the interface between the deep and shallow regions, it takes significantly longer time for the head of the DNA to enter the shallow region due to the primarily unfavorable entropic reduction. After its head enters into the shallow region (Figure 8f), the whole DNA promptly passes through the shallow region as a stretched chain. The position of the leading bead ($X_{lead}$), the ending bead ($X_{end}$), and the center-of-mass ($X_c$) of the DNA as a function of time are shown in Figure 9. The DNA chain appears to move faster in the shallow region than in the deep region, and the ending bead moves backward slightly with respect to its head. This is an expected behavior, because when it enters the boundary between the deep and shallow regions, the chain has to tailor its conformation under the electric field in such a way that its leading bead can enter the shallow region.

The $x$-position of the leading bead, the ending bead, and the center-of-mass of the DNA chain of as a function of time are
also shown in Figure 9. To clearly see the DNA movement in
the channel along the x-direction, we give x-positions of the
DNA chain in more than one periodic nanochannel (y > Lx).
Comparing with Figure 9a and 9b, it can be easily seen that it
takes longer time for the leading bead of shorter DNA chain to
enter the shallow region. These results are consistent with obser-
vations and are comparable to those of other simulation studies.5,6,8–10 The mobility of DNA chains of lengths N = 100 and
50 as a function of the electric field is shown in Figure 10. The
computed mobility of these DNA chains increases with increas-
ing electric field and saturates at higher electric field. The longer
chain shows higher mobility than the shorter one. These results
are consistent with observations and in qualitative agreement
with those of other simulation studies.5,6,8

**Conclusion**

CGH-MD showed comparatively good performance in simulat-
ing a typical polymer solution, ion distribution in a nanotube,
and DNA electrophoresis in polymer solutions and in a nano-
fluidic device at significantly lower computing cost than those of
more rigorous methods. As a computationally efficient explicit-
solvent method, CGH-MD is potentially useful for simulating
systems of large number of water particles to complement more
rigorous methods. It may also be applied to the study of polar
and hydrophobic effects13 in various bio-macromolecular and
nano-fluidic systems such as the electrophoresis of DNA,36 pro-
teins,60 viral particles, and complexes61 in nano-fluidic,34,58,59,62
micro-fluidic,63,64 and micro-structure array16,65 systems.
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